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Summary

This document is submitted in support of the SG16 liaison response to the proposal for joint future video work between MPEG and ITU-T VCEG.  A detailed technical description of the H.26L video coding algorithm being developed in VCEG is also provided as M7512.  We believe that the H.26L design is capable of providing a significant performance benefit for both conventional video coding applications and for the digital cinema application recently specifically investigated in MPEG.  We have therefore recently submitted coded video using H.26L’s TML-8 draft design to the video coding efficiency tests, and have performed some initial experiments on the Digital Cinema content as well.  PSNR analysis is provided herein that clearly shows the superiority of the H.26L results relative to MPEG’s chosen MPEG-4 “Advanced Simple” profile anchor performance.  The H.26L PSNR is always significantly better (at least 1.2 dB in luma) than that of the MPEG-4 anchors, and averages more than 2 dB better in luma PSNR across all test cases. The luma PSNR gain exceeds 3.6 dB in two of the 24 cases and 2.5 dB in five of the cases.  In all five cases in which a direct comparison is made at factors of two in bit rate, the H.26L results at half the bit rate are closer in fidelity to those of the MPEG-4 anchors at the higher bit rate than they are to the H.26L fidelity at the higher bit rate – and in one case (mobile and calendar case E) the H.26L fidelity actually exceeds the MPEG-4 “Advanced Simple” anchor quality at double the bit rate.  It is interesting to note that the “F” set with the highest bit rate is the group with the highest PSNR gain (averaging more than 2.5 dB gain in luma PSNR) – something that might surprise those who expect the ITU groups’ achievements to be focused on very low bit rates.
Video Coding Efficiency Tests

We believe the submitted H.26L video data will show a significant performance benefit for the H.26L design relative to that of the MPEG-4 Advanced Simple profile.  We eagerly await the results of the subjective tests.  Detailed PSNR results are shown in the table below.
Digital Cinema Tests

We were unable to meet MPEG’s deadline for participation in its recent Digital Cinema subjective proposal tests.  However, we believe that the H.26L design may provide a significant benefit on such content, although it may need to eventually be altered in a few ways to fit the requirements of the application (e.g., support of sampling structures other than 4:2:0 and support of more than 8 bits per sample).  We performed some initial tests using the digital cinema content, and in the few tests we were able to complete we found a significant performance benefit relative to the distributed MPEG-4 Studio profile material (even after adjusting for color space distortion in that material).  Two examples (using a very limited motion search range) from these preliminary results follow:
1) A 19% bit rate savings on the “budweiser” sequence relative to the ~16 Mbps MPEG-4 data along with an increase in Y, Cb, Cr PSNR of 0.1, 1.5, and 2.7 dB, respectively.

2) A 38% bit rate savings on the “book” sequence relative to the ~16 Mbps MPEG-4 data along with an increase in Y, Cb, Cr PSNR of 0.2, 0.8, and 3.6 dB, respectively.
Therefore, if MPEG starts a significant new work activity to address the Digital Cinema application, we hope that the H.26L technology can be evaluated in some future core experiments of that process.
Video CfP Test Case PSNR Results

	Test Case
	H.26L TML8
	MPEG-4 Adv Simple
	Difference

	 
	Y
	Cb
	Cr
	Y
	Cb
	Cr
	Y
	Cb
	Cr

	Container A
	38.5
	42.8
	42.5
	36.8
	42.8
	42.4
	1.8
	0.0
	0.1

	Foreman A
	31.9
	38.0
	38.3
	30.1
	37.3
	37.3
	1.8
	0.7
	0.9

	News A
	36.0
	38.7
	39.2
	33.3
	37.8
	38.8
	2.8
	0.9
	0.4

	Tempete A
	29.3
	32.9
	35.2
	27.8
	31.7
	34.3
	1.5
	1.1
	0.9

	Container B
	40.5
	44.1
	44.1
	38.6
	44.0
	43.9
	1.9
	0.1
	0.2

	Foreman B
	34.7
	39.4
	40.0
	32.8
	38.7
	39.2
	1.9
	0.7
	0.9

	News B
	39.4
	41.8
	42.4
	35.8
	39.4
	40.7
	3.7
	2.5
	1.8

	Tempete B
	31.3
	33.9
	36.0
	29.4
	32.9
	35.4
	1.9
	1.0
	0.7

	Container C
	36.7
	41.8
	41.6
	35.4
	42.1
	41.9
	1.3
	-0.3
	-0.3

	Foreman C
	33.3
	38.8
	40.0
	31.3
	38.2
	39.0
	2.0
	0.7
	1.0

	News C
	38.7
	41.0
	41.6
	35.8
	39.9
	40.8
	2.9
	1.1
	0.8

	Tempete C
	28.8
	33.7
	35.9
	27.6
	32.7
	35.3
	1.3
	1.0
	0.6

	Bus D
	29.4
	38.0
	39.3
	28.2
	37.6
	39.2
	1.2
	0.4
	0.1

	Flower D
	27.7
	31.8
	34.2
	26.1
	30.9
	34.0
	1.5
	0.9
	0.2

	Mobile D
	29.6
	33.0
	33.6
	27.1
	32.4
	32.7
	2.4
	0.7
	0.9

	Tempete D
	31.5
	35.0
	37.2
	29.9
	34.1
	36.6
	1.6
	0.9
	0.6

	Bus E
	31.5
	38.8
	40.2
	29.8
	38.3
	39.8
	1.8
	0.4
	0.4

	Flower E
	29.9
	33.0
	34.7
	28.1
	32.3
	34.9
	1.8
	0.7
	-0.2

	Mobile E
	31.3
	34.2
	34.8
	28.6
	33.3
	33.7
	2.8
	0.9
	1.1

	Tempete E
	32.7
	35.5
	37.7
	30.9
	34.9
	37.3
	1.8
	0.6
	0.4

	Bus F
	35.0
	40.1
	42.0
	32.8
	39.9
	41.6
	2.1
	0.2
	0.4

	Flower F
	33.6
	35.6
	36.4
	31.4
	34.7
	36.7
	2.2
	0.9
	-0.3

	Mobile F
	34.9
	36.7
	37.2
	31.3
	35.4
	35.8
	3.6
	1.4
	1.5

	Tempete F
	35.5
	37.1
	39.0
	33.3
	36.5
	38.7
	2.1
	0.6
	0.3

	
	
	
	
	
	
	Min
	1.2
	-0.3
	-0.3

	
	
	
	
	
	
	Max
	3.7
	2.5
	1.8

	
	
	
	
	
	
	Avg
	2.1
	0.7
	0.6


Specifics about The Encoding Process for the Submitted Video Content
In the submitted H.26L coded video content, all sequences used two B pictures between each pair of I or P pictures, as also found in the anchors (except at the end of the sequence, where fewer B pictures were used if necessary to code exactly the right number of pictures – as also found in the MPEG-4 anchors). For sequences in QCIF resolution, 1/4-pel motion displacement accuracy is utilized, while for sequences in CIF resolution, 1/8-pel motion displacement accuracy is utilized. The method of rate-distortion optimization applied in the H.26L encoding was the D+L*R method essentially the same as that used for the MPEG-4 anchors. Most sequences were coded using 5 reference pictures, but one sequence (News) used more: 17 reference frames for case A and 25 reference frames for cases B and C. CABAC entropy coding was used on all data.  Quantization step sizes were set following the rules specified in the CfP and as used in the MPEG-4 anchors (essentially constant for each picture type).
Algorithm Summary Information
1. Algorithm Name: ITU-T VCEG Draft H.26L Test Model Long-term number 8 (TML-8)
2. Source:  ITU-T VCEG (Q.6/SG16)
3. Contact: Gary Sullivan (garysull@microsoft.com) and Thomas Wiegand (wiegand@hhi.de)
4. Algorithm Description:

The H.26L design is a block-based motion-compensated hybrid transform coder – similar in spirit but different in many specifics relative to prior designs.
5. Special Features of Algorithm:

The algorithm is conceptually separated into two layers: a video coding layer responsible for efficiently representing the video content, and a network adaptation layer responsible for packaging and conveying the data in a manner appropriate to the network on which it is used.

The motion compensation process differs from that of prior standard designs in its support of a wider variety of block shapes and sizes and in its fractional-sample interpolation filtering.  It supports block sizes as small as 4x4 and multiple reference pictures.  Motion displacement accuracy is typically 1/4-pel, and 1/8-pel accuracy is also supported.  I, B, and P pictures are supported, and also a new inter-stream transitional picture called an SP picture.

H.26L uses a transform that is primarily 4x4 in shape, in contrast with the 8x8 shape typically found in prior designs.  The inverse transform is specified in terms of precise integer operations, rather than as a rounding tolerance relative to a real-valued ideal transform as found in most prior designs.  In some cases the 4x4 shape is extended by applying an additional 2x2 or 4x4 transform to the DC coefficients of a first-stage transform.

Samples are predicted using directional spatial prediction for improved intra efficiency.

Step sizes are controlled in increments of approximately 12.5%, rather than in constant size increments.  Normalization of the coefficient scaling is folded into the inverse quantization process for reduced complexity.  The inverse quantization process does not include the widened “dead-zone” typically found in prior designs.  Chroma fidelity is emphasized by using a smaller step size for chroma coefficients.

Entropy coding is performed either by using a single universal VLC table for all syntax elements, or by use of context-based adaptive binary arithmetic coding (CABAC).

A deblocking filter is used within the prediction loop.  No additional post-processing was performed for the submitted test data.
Encoding Implementation Issue Metrics

6. Verbal description of complexity:

The MPEG-4 Advanced Simple profile may be a good starting point for comparison.  H.26L does not contain the global motion compensation feature which adds significant encoding complexity to the MPEG-4 Advanced Simple profile.  Both H.26L and MPEG-4 Advanced Simple contain B pictures and more accurate and more complex motion interpolation filtering than found in MPEG-2, H.263, or in the MPEG-4 Simple profile.  H.26L significantly increases the number of available block sizes and the number of available reference pictures for performing motion estimation.  The encoding processed used mostly brute-force D+L*R choice within the search space for making decisions.
7. Computational complexity: on average [n] seconds of processing per frame on [platform] using [brute-force | speed-optimized] implementation. Note: “platform” may be hardware, software simulation, or a theoretical calculation.

Roughly 30 seconds per frame at CIF resolution on a 1.7 GHz Pentium using brute-force implementation mostly without speed optimization.
8. RAM required: [MBytes] on [platform] at [1920x1080p] picture resolution.

RAM requirements primarily are for storage of the reference pictures used.  Five reference pictures were used for most of the coded video as submitted.  Significantly more were used for the News sequence (17 for case A and 25 for cases B and C).
9. ROM required for static tables: [KBytes] on [platform]

Perhaps no more than conventional well-known video coders.  The H.26L UVLC uses one well-structured table for all data. CABAC entropy coding uses some static tables for initial probability estimates.  Mappings of symbols to codewords is also likely to require tables.
10. Data structure of algorithm: Operation on [multiple pictures, single pictures, sub-sections of pictures]

Similar to the structure of conventional video coders such as MPEG-1.  Many operations are performed on a 16x16 or smaller block size basis, using past coded content as references for prediction.  B pictures were used.
11. Algorithmic structural delay: [n] frames

Two B pictures were used between P pictures, so the algorithmic structural delay would be similar to typical designs that use the same number of B pictures (such as the MPEG-4 anchors).
12. Any multi-pass or hand-optimization used in the encoding process? If yes, specify.

None, except for using more reference picture memory for one of the sequences (News).  If more memory were used for all sequences rather than just one, performance would have improved.  However, we wanted to show that the larger memory requirement is not needed for effective use while showing that improved performance can sometimes be obtained with more memory capacity.
13. Program space: [non-comment lines of C] | [bytes of executable] on [platform]

All source code that was used is publicly available on the ITU-T VCEG ftp site (ftp://standard.pictel.com/video-site).  Approximately 190 kB of executable on a Windows 2000 PC.
14. Description of section(s) of algorithm likely to be the implementation speed bottleneck.

Motion estimation search.
Decoding Implementation Issue Metrics
15. Verbal description of complexity: [up to 20 lines, e.g., “similar complexity to MPEG‑2 4:2:2 profile with the following differences…”]

The MPEG-4 Advanced Simple profile may be a good starting point for comparison.  H.26L does not contain the global motion compensation feature which adds significant decoding complexity to the MPEG-4 Advanced Simple profile.  Both H.26L and MPEG-4 Advanced Simple contain B pictures and more accurate and more complex motion interpolation filtering than found in MPEG-2, H.263, or in the MPEG-4 Simple profile.
16. Computational complexity: on average [n] seconds of processing per frame on [platform] using [brute-force | speed-optimized] implementation. Note: “platform” may be hardware, software simulation, or a theoretical calculation.

Approximately the same decoding speed as MPEG-4 Advanced Simple without GMC but adding CABAC.
17. RAM required: [MBytes] on [platform] at [1920x1080p] picture resolution.

See item 8 above.
18. ROM required for static tables: [KBytes] on [platform]

See item 9 above.
19. Data structure of algorithm: Operation on [multiple pictures, single pictures, sub-sections of pictures]

See item 10 above.
20. Algorithmic structural delay: [n] frames

See item 11 above.
21. Program space: [non-comment lines of C] | [bytes of executable] on [platform]

All source code that was used is publicly available on the ITU-T VCEG ftp site (ftp://standard.pictel.com/video-site). Approximately 120 kB of executable on a Windows 2000 PC.
22. Description of section(s) of algorithm likely to present the implementation speed bottleneck.

Motion displacement interpolation and CABAC.
Other issues
23. Decoding random access capability: every [n] frames

None in the submitted coded files (one I picture at the beginning of each sequence)
24. Does the algorithm, as currently designed, lack any of the capabilities listed in the requirements document Nxxxx?  Please state each non-implemented feature and explain what extension(s) would be necessary to meet those requirements.

Currently only 4:2:0 video is supported (although there is an intent to change that)
Currently only 8-bit sample depth is supported (although there is an intent to change that)
Mathematically lossless coding is not supported (although the lack of rounding error in the 
decoding process is a good step toward mathematically lossless operation)
25. Rough estimate of complexity of encoding versus decoding as implemented for this submission [brief summary, up to 20 lines].

High, due to the use of brute-force search during the encoding process.  A reasonable implementation might have a 3x ratio, although this is difficult to estimate.
