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Objective

This core experiment was established to study techniques to improve the performance of motion compensation in H26L.

Research Topics

Currently, in order to predict an image macroblock, the standard supports motion prediction with cubic-like interpolation and adaptive sub-pixel accuracy.

At this time, we plan to study the following topics:

· Improved interpolation filter

TML-2 uses 4-tap cubic-like filters to interpolate 1/2,1/3, and 1/6 sub-pixel values. The filter taps are listed in Appendix 1. Some of the participants expressed that they will attempt to modify the current cubic-like filters to further improve subjective image quality.

Additional proposals for this topic include the 8-tap Wiener filter from Univ. Hannover, as described in document Q15-I-35. The Wiener filter is described in Appendix 2. 

· New accuracy choices

TML-2 uses 1/2, 1/3, and 1/6 and the accuracy is adapted at each macroblock. 

The proposal in Q15-I-35 suggested using other motion vector accuracies (i.e., 1/4 and 1/8) and using the same accuracy for the entire frame. The benefits of such accuracies over TML-2’s will be studied for the next meeting.

· Low-complexity motion estimation

TML-2 computes motion vectors in two steps. The first step finds the best motion vectors of 1/2-pixel accuracy using bilinear interpolation. The best block size pattern is then selected using such vectors (e.g., 16x16, four 8x8, sixteen 4x4, etc.). In the second step, these vectors are refined to 1/3 and 1/6-pel accuracy and the best macroblock accuracy and vectors are determined. 

In comparison to the full-search case, the current approach was found to save memory and computation, but at the expense of loosing a few tenths of dB in some cases (see Q15-I-38 for details). Hence, we hope to explore new methods for fast-search in sub-pixel space that will improve the rate-distortion performance although no proposal is available now.

We encourage the proponents to establish the benefits of each of the techniques in their proposal. For example, a proposal that combines a new filter and a new motion search strategy could include results that demonstrate that each technique contributes to the coding gain over the respective choice in TML-2. This is because the benefits could mainly result from only one of the two techniques.

Additionally, we encourage the proponents to provide information regarding the additional computation and memory requirements of their proposals. 

Appendix 2 - TML2 Interpolation Filters

As mentioned above, 1/2, 1/3, and 1/6 sub-pixel accuracy are used to define motion vectors. The more common choice is 1/3-pel accuracy and is described next. In the figure below, capital letters indicate pixel positions whereas lower case letters represent interpolated 1/3 pixel positions. 
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For interpolation of a,b,c,d,e,f,g filters with one dimensional impulse response (1,  (-1 12 6 -1)/16 and (-1 6 12 -1)/16) are used in horizontal and vertical directions as appropriate.  To interpolate h a 'stronger' filter with impulse response (0 6 9 1)/16 is used.  The exact expressions for interpolation are written below.  All integer positions are used without any change.

a = (-E + 12F +  6G - H + 8)/16

b = (-E +  6F + 12G - H + 8)/16

c = (-B + 12F +  6J  - N + 8)/16

f  = (-B +  6F + 12J  - N + 8)/16

d = (A-12B-6C+D-12E+144F+72G-12H-6I+72J+36K-6L+M-12N-6O+P+128)/256

e = (A-6B-12C+D-12E+72F+144G-12H-6I+36J+72K-6L+M-6N-12O+P+128)/256

g = (A-12B-6C+D-6E+72F+36G-6H-12I+144J+72K-12L+M-12N-6O+P+128)/256

h = (36F+54G+6H+54J+81K+9L+6N+9O+P+128)/256

When any of the pixels referred are outside the picture, it shall be replaced by the nearest pixel on the picture edge for interpolation.

For interpolating the frame values at 1/2 and 1/6 sub-pixel locations, we use separable, cubic-like interpolation filters. The 4-taps of the one-dimensional impulse response of the filters are:  

Accuracy 
Filter taps



1/2

{-2       18     18     -2     )/32

1/6

{-8      120    18     -2     }/128   

Appendix 2 – Summary of Q15-I-35.

The current TML-2 is based on motion compensated prediction with displacement vector resolution of 1/2, 1/3, and 1/6-pel. In order to estimate and compensate sub-pel displacements, the image signal between the sampled positions (subpel positions) has to be interpolated. In the current H.26L codec this is done by cubic-like interpolation filters. 

In this contribution a motion compensated prediction is proposed for the H.26L codec, which uses

· a motion compensated prediction with 1/4 or 1/8 pel resolution of the displacements, and

· a wiener interpolation filter, which was developed to interpolate the image signal on subpel positions while compensating aliasing in the image signal.

Since the new prediction approach compensates both, motion and aliasing, it is called Motion and Aliasing Compensated Prediction (MACP). Both items, listed above, are explained in the following sections 2 and 3 in detail. 

1. Motion Compensation 

In this contribution the motion vector resolution of the displacement vectors for motion compensated prediction is 1/4 and 1/8-pel. 

The 1/4-pel displacement vector resolution is also part of MPEG-4 Version 2 were block sizes down to 8x8 pels are used. Since the 8x8 blocks in combination with the used translational motion model is only an approximation of the real motion in the sequence, the accuracy of the prediction is limited. Significant errors which result from this inaccurate motion model are the reason, that more accurate displacement vector resolutions do not lead to further coding gains. 

Since the new H.26L codec uses block sizes down to 4x4 pels, the motion model is more accurate. Therefore, the more accurate displacement vector resolution of 1/8-pel can lead to further coding gains. 

In order to interpolate the image signal on subpel positions a Wiener Filter and a Bilinear Filter is used. The interpolation is equivalent to an upsampling of the frame. The following Figures show the upsampling process for the two displacement vector resolutions of 1/4-pel and 1/8-pel.

In case of displacement vectors with 1/4-pel resolution (Figure 1), the frame has to be sampled up by the factor of 4 (4:1 resolution). This is done by a Wiener Filter followed by a Bilinear Filter. Figure 2 shows the upsampling of a frame by the factor of 8 for 1/8-pel displacement vectors. This is done by two times Wiener filtering followed by a bilinear filter. The Wiener-Filter, which is used in the upsampling process is presented in the following section 3. 
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Figure 1: Upsampling of a frame by the factor of 4 (for 1/4-pel vectors). 
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Figure 2: Upsampling of a frame by the factor of 8 (for 1/8-pel vectors).

2. Aliasing Compensation

Due to non ideal low-pass filters in the image acquisition process, there is aliasing in the sampled image signal. The aliasing disturbs the interpolation of the image signal on subpel positions during the motion compensated prediction. Even an ideal LP-filter can not interpolate the signal on subpel positions perfectly. Therefore the accuracy of the motion compensated prediction and the coding efficiency is limited. 

In order to reduce the effect caused by aliasing, a wiener filter was developed. The filter compensates the aliasing and thus leads to a more accurate motion compensated prediction. The used wiener interpolation filter has the coefficients 

(-8 24 -48 160 160 -48 24 -8)/256
With these coefficients the filter can be represented by shifts and adds only, so the increased complexity compared to Bilinear or cubic interpolation is limited.

� There is also a proposal for a loop filter in document Q15-I-34 from LG. Since such filter is not an interpolation filter, the Experts felt that loop filtering could be considered in another experiment. Nevertheless, we mention it here for completeness.
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