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Summary

The principles of balanced multiple description coding and its potential for application to video codecs was presented in Q15-G-09.  As opposed to a priority-coding scheme such as the methods used in temporal, spatial and SNR scalability coding, multiple description can generate separate streams of equally-important information for the generation of each video picture.  Receipt of any one of these streams can provide a basic level of quality, and receipt of more than one can provide an enhanced level of quality. For this reason, multiple description coding provides graceful degradation in the presence of packet loss.



In this document, we present packet loss performance of a simplified version of the MD video coder presented in Q15-H-23, which uses motion-compensated temporal prediction, DCT, MD transform coding, and three prediction loops at the encoder.   In the current document, the MD transform coding block is simplified to only use a 45-degree orthogonal rotation.  This loses some performance and some flexibility in allocating redundancy, but reduces the complexity of the PCT.  We inject packet losses according to the Internet Common Conditions.



We begin with a review of our multiple description coder, which is currently implemented as a modification of an H.263+ coder.  We then describe the packet loss simulation scenario, and present the simulation results. Depending on the sequence, we can gain over 5 dB compared to the method of Q15-G-17.  For some sequences our method shows a loss of PSNR; however for these sequences subjective performance is improved.  We also examine some simple functions of PSNR by which to measure the temporal characteristics of the video quality.  We conclude with some discussion on how the performance of the MD system could be further improved.  The bit-rate is held fixed during the comparison.

Multiple description video coding

In this section we give a brief review of the MD video coder we propose.  More detail can be found in Q15-H-23.  A block diagram is shown in Figure 1. (Note that Fig. 1 only shows the side prediction loop for G1.  The side prediction loop for G2 can be determined by symmetry.)



For the central loop (top of Fig. 1), we apply the DCT to the 8 by 8 central prediction error block, F, and quantize the output.  We then form N/2 pairs of quantized DCT coefficients based on the desired two-channel distortion.  We currently use a fixed pairing strategy for all frames, based on the statistics of the I-frame DCT coefficients. Each pair undergoes a Pairwise Correlating Transform (PCT) corresponding to a 45-degree rotation, characterized by 

� EMBED Equation.2  ���.

Here, A and B are the original DCT coefficients, and C and D are the outputs of the PCT. This operation has the effect of re-introducing correlation between pairs of coefficients that had been uncorrelated by the DCT.  The resulting coefficients from each pair are split into two sets.  The unpaired coefficients are split even/odd and appended to the PCT coefficients.  (Note that the use of a DCT is not required.  This method is applicable for any transform that is nearly decorrelating.)



At the decoder, if both descriptions are received, the exact single-description video can be recovered.  If only one description is received, the coefficients in the other description are estimated using linear prediction.  The estimation parameters depend on the coefficient variances estimated from training data.



We use three separate prediction paths at the encoder, to mimic the three possible scenarios at the decoder: both descriptions received or either of the single descriptions received.  Specifically, the encoder has three frame buffers, storing the previously reconstructed frames from both descriptions, Description One, and Description Two.  For each block X, the encoder generates a predicted block Pi, i=0,1,2 based on the reconstructed motion vector and the reconstructed previous frame. 



To reduce the future mismatch between the two-channel prediction at the encoder and possible reconstructions at the decoder, we also consider the residual information (G1 and G2 ) in the side loops.  (This information is pure redundancy, as it is not necessary if both channels are received.)  Rather than completely coding G1 and G2, we try to extract the more important part of the signal, so that it can be sent in 32 coefficients, in the same block as the F information. This is a tradeoff between the mismatch created by partial transmission of G1 and G2 and the saving in the redundancy rate. To achieve this goal, we send only the orthogonal complement of the information in the central-loop.  Thus, the PCTp in Fig. 1 receives the channel-one information from the central loop, forms the best linear prediction from this information, and outputs the residual information in G1 that has not been represented in F, orthogonal to the information from channel-one.  These 32 coefficients from side-loop 1 are then appended to the 32 coefficients for channel-one in the central loop.  Similarly, we construct 32 coefficients for side-loop 2 and append them to the 32 coefficients for channel-two from the central loop.  The coefficients in each set are then runlength and Huffman coded.



There are two sources of redundancy in this system: that introduced by the PCT, and that introduced by the quantizer Q2.  With the PCT simplified to be a 45 degree rotation, the only controllable redundancy is that introduced by the quantizer Q2.  We currently choose Q2 to be a fixed multiple of Q1.  This can be optimized to achieve better performance. �



Figure 1.  Three loop multiple description video coder with motion-compensated temporal prediction 

Simulation conditions

In this contribution, we use the packet loss statistics distributed on the reflector on August 19 by Stephan Wenger, as well as the packet loss statistics of Q-15-I-16.  (The latter corresponds to 3%, 5%, 10%, and 20% packet loss rates.  The former is rate-specific traces of packet losses observed on the Internet.)  We use the common conditions of Q15-G-39r1, including annex J and byte-aligned GOB headers.  (We do not use annex I and annex T, however we do not believe the character of the results is affected by these annexes.)  Because the distributed packet loss files correspond to 2500 frames (with 4 packets per frame), we use only 2500 frames per simulation.  



The overall bit-rate is held fixed in the comparisons, using the TMN8 rate control.  For the MD case, the bit-rate produced in each channel is added and used in the rate control algorithm.  In addition, we multiply the value “B_target” by 1.1.  Then, the output bit-rate summed across both channels 
typically 
is within about 
1
%
 of the target bit-rate.



For the single description (SD) coder (which is a one-layer H.263 coder), we use the method of Q15-G-17.  We send two RTP packets per frame, with duplicated picture header.  Even GOBs are sent in one packet, and odd GOBs are sent in the other.  If only one packet from a frame is received, the SD decoder uses motion-compensated concealment (using motion vectors from the above GOB) to fill in the missing GOBs. 



For the multiple description (MD) coder, we again send two packets per frame, with one description in each packet.  If only one packet from a frame is received, the MD decoder estimates the missing description from the received one, using linear prediction and the side-loop information sent in the additional 32 coefficients.



Identical losses are injected into each of the packetized streams, according to the distributed patterns.  In both cases, if both packets of a frame are lost, the frame is completely lost. Because identical packet losses are injected for both SD and MD, identical frames will be completely lost.  Because identical frames are lost, we do not compute PSNR for the missing frames.



For the packet loss statistics of Q15-I-16, both coders use a random update of I-blocks as specified in TMN-11.  For the packet loss statistics distributed on the reflector on August 19, we simulate RTCP reports from the “patterns” packet loss files, assuming a new report every second.  Both the SD and MD coders then adjust their I-block rate to be equal to the reciprocal of the reported packet loss probability. 



Table 1 shows the combinations of sequences and bit rates we consider.



Hall monitor �QCIF   10 fps�32 kbps��Foreman �QCIF   7.5 fps�64 kbps��Foreman �QCIF   7.5 fps�144 kbps��Paris �  CIF    15 fps�144 kbps��Paris �  CIF    15 fps�384 kbps��Silent Voice �QCIF   15 fps�144 kbps��Irene�  CIF    30 fps�384 kbps��Table 1.  Sequences.

Simulation results

Table 2 shows the PSNR of reconstructed frames for Hall at 32 kbps.  Tables 3 and 4 show the performance for Foreman at 64 and 144 kbps, respectively.  Tables 5 and 6 show the performance for Paris at 144 kbps and 384 kbps.  Table 7 shows the performance for Silent at 144 kbps.  Table 8 shows the performance for Irene at 384 kbps.  (We note that the Glasgow sequence is no longer available at the published ftp site.)  The column “frames” indicates how many frames were encoded, and in parentheses how many frames were decoded after packet loss.  The table captions indicates the ratio of Q2 to Q1.  For all sequences, the number of coefficients paired in Y, Cb, and Cr are 16, 4, and 4, respectively. The required temporal plots of PSNR are in the appendix.



(We note that loss file “5” contains a long run of lost packets at the very end of the file.  Therefore, the average loss rate present in the frames that are decoded is actually significantly less than 5%.  This may explain the lack of ordering between PSNRs as the loss rate increases.)



Using the average sequence PSNR indicated in Tables 2-8, our MD method outperforms the SD method by a significant margin for some sequences and performs somewhat worse for others.  In particular, the average sequence PSNR is 0.2-1.2 dB worse for the Hall sequence, typically 3-5 dB higher for the foreman sequence, sometimes better and sometimes worse (by less than one dB either way) for Paris, 1-2.2 dB higher for the Silent sequence, and over 1 dB better for the Irene sequence (except for the 5% loss case).  We note that particularly for the foreman sequence, MD raises the PSNR from the generally unacceptable level below 25 dB above that level.



I-block rate�MD no loss�SD no loss�MD w/loss�SD w/loss�frames �loss file��adaptive�30.03�31.80�27.24�28.51�2493 (2464)�ubc0.err��35�31.98�34.62�30.47�30.64�2497 (2495)�3��20�31.90�34.40�30.85�32.12�2497 (2426)�5��10�31.53�33.82�28.98�29.55�2497 (2453)�10��5�30.76�32.80�27.57�28.37�2497 (2386)�20��Table 2.  Hall monitor, 32 kbps, Q2=4*Q1.



I-block rate�MD no loss�SD no loss�MD w/loss�SD w/loss�frames�loss file��adaptive�28.47�31.65�26.32�23.24�2500 (2464)�ubc2.err��35�28.86�32.43�28.11�25.04�2500 (2498)�3��20�28.75�32.28�28.36�27.31�2500 (2426)�5��10�28.54�31.99�26.42�22.19�2500 (2453)�10��5�28.19�31.54�24.70�21.18�2500 (2389)�20��Table 3.  Foreman, 64 kbps, Q2=4*Q1.



I-block rate�MD no loss�SD no loss�MD w/loss�SD w/loss�frames�loss file��adaptive�32.32�35.51�28.39�23.21�2500 (2464)�ubc4.err��35�32.84�36.19�31.21�25.73�2500 (2498)�3��20�32.74�36.06�31.87�28.50�2500 (2426)�5��10�32.53�35.80�28.52�23.00�2500 (2453)�10��5�32.13�35.34�26.44�21.90�2500 (2389)�20��Table 4.  Foreman, 144 kbps, Q2=4*Q1.



I-block rate�MD no loss�SD no loss�MD w/loss�SD w/loss�frames�loss file��adaptive�26.07�28.00�24.35�24.76�2480 (2456)�ubc6.err��35�26.60�29.11�25.87�26.20�2494 (2492)�3��20�26.68�28.99�26.24�26.71�2494 (2426)�5��10�26.47�28.59�24.95�24.65�2494 (2452)�10��5�26.17�27.86�24.05�23.35�2493 (2382)�20��Table 5.  Paris, 144 kbps, Q2=4*Q1. 



I-block rate�MD no loss�SD no loss�MD w/loss�SD w/loss�frames�loss file��adaptive�30.07�32.43�27.15�27.67�2495 (2458)�ubc8.err��35�31.61�34.53�30.02�29.88�2499 (2497)�3��20�31.43�34.22�30.49�31.46�2499 (2426)�5��10�30.96�33.52�28.23�28.00�2499 (2453)�10��5�30.14�32.33�26.65�26.73�2499 (2388)�20��Table 6.  Paris, 384 kbps, Q2=3*Q1.



I-block rate�MD no loss�SD no loss�MD w/loss�SD w/loss�frames�loss file��adaptive�34.27�36.53�31.37�29.81�2500 (2473)�ubc6.err��35�35.84�38.58�34.02�31.80�2500 (2498)�3��20�35.61�38.18�34.48�33.09�2500 (2426)�5��10�35.01�37.41�31.65�29.85�2500 (2453)�10��5�34.18�36.19�30.14�29.10�2500 (2389)�20��Table 7.  Silent, 144 kbps, Q2=4*Q1.



I-block rate�MD no loss�SD no loss�MD w/loss�SD w/loss�frames�loss file��adaptive�33.82�36.26�32.54�31.48�2499 (2474)�ubc10.err��35�34.06�36.67�33.39�32.39�2499 (2497)�3��20�33.99�36.50�33.61�34.08�2499 (2426)�5��10�33.81�36.24�32.07�30.46�2499 (2453)�10��5�33.47�35.79�31.28�29.75�2499 (2388)�20��Table 8.  Irene, 384 kbps, Q2=4*Q1.



However, particularly in the case of packet loss, average PSNR is not always an accurate measure of video quality.  We can see from Figures 2-35 in the appendix that the PSNR fluctuates rapidly with time, more for the SD case than the MD case.  It is well known that constant quality is perceived as being better than fluctuating quality.  Therefore, we present some alternate measures of video quality: variance of PSNR, minimum, and maximum PSNR, and the minimum of the short-term average PSNR over 5 consecutively received frames.  (Note that the average PSNR reported in Tables 2-8 is the result of averaging in the MSE domain.  However, the variance is computed in the PSNR domain.  The short-term average is also averaged over in the MSE domain.)  These values are presen
ted in Tables 9-15
 for the 
sequences
 with losses
.  In all cases, the variance of the MD PSNR is significantly lower than that of the SD PSNR.  The MD minimum is always higher, although the SD maximum is always higher.  Finally, the minimum of the short-term averages over 5 frames is always higher for MD than for SD (except for Irene with loss rate 20%).





Perceptually, the MD loss-
free quality is somewhat impaired compared to the SD quality.  However, with losses, the artifacts are much less severe in the MD coder than in the SD coder.







I-block rate�MD var.�SD var.�MD min�SD min�MD max�SD max�MD short-term avg�SD short-term avg��adaptive�1.20�3.83�23.06�20.43�30.45�33.50�
23.48
�
20.54
��35�0.54�5.12�27.73�24.80�32.87�35.53�
28.09
�
25.26
��20�0.50�3.83�28.58�25.26�33.11�35.74�
28.90
�
25.39
��10�0.91�4.68�24.98�22.58�32.36�34.85�
25.72
�
23.00
��5�0.84�4.34�23.46�21.46�30.56�33.27�
23.84
�
22.57
��Table 9.  Hall monitor, 32 kbps, Q2=4*Q1.







I-block rate�MD var.�SD var.�MD min�SD min�MD max�SD max�MD short-term avg�SD short-term avg��adaptive�3.97�15.32�16.04�13.79�31.02�34.38�
17.73
�
14.24
��35�1.95�20.83�20.39�14.17�31.68�35.20�
21.67
�
14.32
��20�1.48�13.67�21.48�13.74�31.53�35.12�
23.38
�
14.23
��10�3.65�16.34�15.94�13.60�31.17�34.10�
17.74
�
13.85
��5�5.76�12.96�11.08�11.05�29.70�32.38�
11.35
�
11.27
��Table 10.  Foreman, 64 kbps, Q2=4*Q1.







I-block rate
�MD var.�SD var.�MD min�SD min�MD max�SD max�MD short-term avg�SD short-term avg��adaptive�8.28�32.20�16.22�13.65�35.23�38.33�
17.56
�
13.87
��35�3.47�29.74�20.56�14.23�35.50�38.62�
22.26
�
14.31
��20�2.48�23.48�21.84�13.88�35.38�38.86�
24.17
�
14.20
��10�7.59�25.24�16.58�13.46�35.40�37.71�
18.30
�
13.74
��5�10.49�19.81�11.01�10.98�34.13�36.74�
11.39
�
11.29
��Table 11.  Foreman, 144 kbps, Q2=4*Q1.







I-block rate
�MD var.�SD var.�MD min�SD min�MD max�SD max�MD short-term avg�SD short-term avg��adaptive�0.53�1.64�22.00�20.27�26.13�28.27�
22.39
�
20.45
��35�0.36�1.58�23.59�22.17�27.44�29.08�
23.80
�
22.51
��20�0.33�2.00�24.12�19.34�28.04�30.10�
24.64
�
19.80
��10�0.28�1.45�22.67�21.24�28.04�28.27�
23.15
�
21.60
��5�0.34�2.07�21.65�17.86�28.04�28.27�
22.12
�
18.54
��
Table 12
.  Paris, 144 kbps, Q2=4*Q1.







I-block rate
�MD var.�SD var.�MD min�SD min�MD max�SD max�MD short-term avg�SD short-term avg��adaptive�2.07�5.11�20.81�20.51�31.32�34.75�
21.51
�
20.76
��35�1.22�5.25�25.96�23.05�32.46�35.63�
26.61
�
24.04
��20�1.16�5.55�26.52�23.62�33.41�36.41�
27.28
�
24.19
��10�1.23�5.04�22.80�20.98�31.40�34.65�
23.83
�
21.51
��5�1.03�4.72�22.64�18.88�29.79�32.99�
23.42
�
19.18
��
Table 13
.  Paris, 384 kbps, Q2=3
*Q1.




I-block rate�MD var.�SD var.�MD min�SD min�MD max�SD max�MD short-term avg�SD short-term avg��adaptive�2.73�11.50�22.36�21.96�35.73�38.37�
23.82
�
23.76
��35�1.43�12.88�25.84�24.51�37.07�39.95�
26.93
�
25.22
��20�1.02�11.17�29.25�23.19�37.33�39.83�
31.08
�
23.82
��10�2.02�11.18�24.40�22.09�35.77�38.67�
25.89
�
22.72
��5�2.50�8.88�23.28�21.39�34.74�37.50�
24.07
�
22.52
��
Table 14
.  Silent, 144 kbps, Q2=4*Q1.



I-block rate�MD var.�SD var.�MD min�SD min�MD max�SD max�MD short-term avg�SD short-term avg��adaptive�1.44�6.23�23.44�22.56�35.27�37.15�
25.19
�
23.99
��35�0.72�5.39�27.46�25.87�36.23�37.74�
28.49
�
26.69
��20�0.65�3.91�28.46�26.76�36.39�38.32�
29.66
�
28.18
��10�1.67�5.00�25.65�24.75�35.06�36.48�
26.65
�
25.81
��5�1.87�4.81�23.57�23.35�34.34�35.93�
24.88
�
24.98
��
Table 15
.  Irene, 384 kbps, Q2=4*Q1.



Further optimizations for the Multiple Description coder

Currently, redundancy is allocated to all portions of the image equally in our MD coder.  However, some areas are well predictable from previous frames (as in the background of the Hall sequence).  One way to improve loss-free quality in the background areas (and hence reconstruction quality in these areas) would be to allocate less redundancy initially and instead use a smaller Q1.  This sequence- and content-specific optimization has not been done here for our MD coder, but is implicitly done in the SD coder. 



Further, in the MD case, we could also adapt the redundancy based on the RTCP reports of observed packet loss.  For example, we could adjust the redundancy not only by adjusting the I-block rate (as we do), but also by adapting Q2 and the parameters of the MDTC transform (other than the 45-degree transform).



Appendix.  Plots of PSNR as a function of time



(in q15i28app.doc)



