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Syntax

The parameters of the selected affine motion models or reference frames are transmitted in the header of each picture. First, their actual number is signaled using a variable length code. Then, the temporal reference of each reference frame is encoded followed by a bit indicating whether the frame has associated affine motion parameters or not. If that bit indicates a warped frame, a six parameter affine motion model is transmitted. 

Motion estimation and compensation are performed using block-based multi-frame prediction following the syntax and specifications of H.263+ and Draft Annex U. Draft Annex U extends H.263+ syntax in that changes are made to the inter-prediction modes INTER, INTER-4V, and UNCODED. The macroblock syntax mainly follows the proposed Draft Annex U in document Q15-H-30. 

1.1 
Picture Layer

The use of Annex U is indicated if Bit 17 of the optional part of PLUSPTYPE (OPPTYPE) is set to ”1”. The use of affine motion compensation is indicated if Bit 18 of the optional part of PLUSPTYPE (OPPTYPE) is set to ”1”.

The affine motion syntax is incorporated into Draft Annex U syntax. (Note that this is not a general requirement to use affine motion compensation.) We will specify the extensions that have to be made to Draft Annex U in order to use the proposed affine motion compensation  approach.

...............................Previous Parts of Annex U remain unchanged.......................................

Reference Picture Buffer Sub-sampling mode (RPBS) (Variable length)

RPBS is a variable length code word that is present only if the Enhanced Reference Picture Selection layer is present. RPBS indicates the multiple reference picture buffer sub-sampling mode. The RPBS code word does not change the buffering of decoded reference frames. It provides a pointer table to use for decoding the currently transmitted frame. The RPBS mode is applied relative to the shifted buffer indexing if TRP is present. Otherwise, it is applied to the complete buffer. If the picture coding type indicates an Intra picture the RPBS field is not present.

Table U.2/H.263.

Modes of operation for Reference Picture Buffer Sub-sampling.

Code word
RPBS mode

‘0’
No sub-sampling

‘10’
Sub-sampling

‘11’
Sub-Sampling & Affine Motion Compensation

If RPBS is set to ‘0’, meaning no sub-sampling, all pictures in the multiple reference picture buffer starting from index 0 ending with index NRPA-1 may be utilized for prediction. The picture indexing is kept the same. If RPBS is set to ‘10’, meaning sub-sampling, the multiple reference picture buffer is sub-sampled. The sub-sampled NRPA reference pictures are indexed as 0 through NRPA-1 in the order of their selection using the RPS field. If RPBS is set to ‘11’, the multiple reference picture buffer is sub-sampled and affine motion models are sent. The NIR reference pictures are indexed as 0 through NIR-1 in the order of their selection using the RPS, the AMI and AMP fields . The code words RPS and AMI are as often present as NIR indicates. The presence of the AMP field depends on AMI. 

Number of Indices to be Remapped (NIR)

A variable length code word that is present only if Enhanced Reference Picture Selection layer is indicated and the RPBS is set to ‘10’ or '11'. The code table for the picture reference parameter (PR) given in Table U.1 is used to indicate the number of indices for which an index mapping is transmitted. The indices for which no index mapping is transmitted are used in their default incremental order by removing those index values with index mapping.

Reference Picture Selection (RPS) (Variable length)

A variable length code word that is present only if Enhanced Reference Picture Selection layer is indicated and the RPBS is set to ‘10’ or '11'. The code table for the picture reference parameter (PR) given in Table U.1 is used to indicate which picture is to be sampled out of the multiple reference picture buffer. The RPS code word is transmitted as many times as the value of the NIR symbol. The buffer-indexing applied to decode the current picture follows the order of the selection in increasing numbers.

Affine Motion Indication (AMI, 1 bit)

A bit that is present only if Enhanced Reference Picture Selection layer is indicated and the RPBS is set to '11'. AMI signals whether a set of affine motion parameters follows. If AMI='0', no affine motion parameter set follows. The reference frame is checked into the current reference buffer at position i. If AMRI='1', a set of affine motion parameters is following.

Affine Motion Parameters (AMP, variable size)

A sequence of variable length code words that are present only if Enhanced Reference Picture Selection layer is indicated and the RPBS is set to '11'.  The AMP field is used to transmit the affine motion parameters. 

For j=1:6

Read qj  using table U.1/H.263. The motion coefficient aj is given as qj / 2 (as float)

If qj  ( 0 read sign of aj. Positive: '0', Negative: '1'.

.............................Succeeding Parts of Annex U remain unchanged...................................

Example: 

Assume that affine motion compensation is used. Two motion models are utilized and three reference frames are used for prediction:

1. a = (1.0, -0.5, 0.0, 3.0, 0.0, 0.0) 
-> q = (2, -1, 0, 6, 0, 0) with reference frame index 0

2. a = (0.0, 0.0, 0.0, 0.0, 0.0, 0.0) 
-> q = (0, 0, 0, 0, 0, 0) with reference frame index 0

3. a = (-1.5, 0.0, 0.5, 2.0, -1.0, 0.0)  
-> q = (-3, 0, 1, 4, -2, 0) with reference frame index 1

Field
Value
Code Word (s)
RPBS
’Sub-Sampling & Affine MC’
‘11’

NIR
3
‘010’

  RPS
0
‘1’

  AMI
‘Affine Motion Model Present’
‘1’

  AMP
q = (2, -1, 0, 6, 0, 0)
‘010’,’0’,’000’,’1’,’1’,’01110’,’0’,’1’,’1’

  RPS
0
‘1’

  AMI
‘Affine Motion Model NOT Present’
‘0’

  RPS
1
‘000’

  AMI
‘Affine Motion Model Present’
’1’

  AMP
q = (-3, 0, 1, 4, -2, 0)
‘00100’,’1’,’1’,’000’,’0’,’00110’,’0’,’010’,’1’,’1’
Decoder

The architecture of the multi-frame affine motion-com​pensated predictor is depicted in the following Figure. 
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It shows a video structure which uses  M ( M ( 1 ) picture memories for MCP.  The multi-frame frame memory control assembles  M  past decoded frames in a sliding window fashion, i.e., the oldest of the  M  frames is replaced by the most recent frame in the buffer. The H.263-based multi-frame predictor conducts block-based translational or affine MCP using the  M  frames producing a motion-compensated frame. This motion-compensated frame is then refined using prediction error coding according to H.263+ syntax. 

Please note that four cases can be distinguished:

1. H.263+ compliant decoding: M = 1, (for coding efficiency experiments)

2. H.263+ in combination with Draft Annex U: M ( 1, (no affine motion compensation capability)

3. H.263+ in combination with affine motion compensation: M = 1,

4. H.263+ in combination with Draft Annex U and affine motion compensation: M ( 1.

This document describes cases 3 and 4.

1.2 Affine motion compensation

The affine motion parameters are transmitted as side information to the decoder. The order of their transmission specifies their indexing starting with 0. The affine motion parameters describe a pixel displacement field.

1.2.1 Orthonormal Motion Field Basis Functions

(Note: the orthonormalization of the motion field basis functions is mainly adopted from LBC97029)

The pixel displacements  dx ( a,x,y )  and  dy ( a,x,y )  for prediction are described using the set of orthonormal polynomial basis functions (as proposed in LBC-97-029) with  f1(x,y) ... f3(x,y)  the orthonormal polynomial basis functions and  a = ( a1 ... a6 )T  the motion model coefficients as described in LBC-97-029. The orthonormalization of the basis functions has to be performed with respect to a finite region of support. The approach proposed  in this document normalizes the basis functions with respect to the entire image extended by 16 pixel on either side. 

The relation between the motion coefficients and the displacement vectors is defined by the following parametric model:
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where the 
[image: image3.wmf]j
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 (j=1,2,3) are normalization factors and  (x, y)  are integer pixel coordinates in a system with the origin in the left-upper corner of the frame while
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are so-called normalized coordinates ranging from -1 to 1.

The motion model is based on 3 basis functions and the same model is used for horizontal and vertical displacements. In our implementation, the basis functions are orthonormalized with respect to the size of the extended QCIF picture leading to 
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Please use the specified normalization factors that were derived in close relation to LBC-97-029. (We are working on a simplification of the orthonormalization scheme especially considering fixed-point implementations.)

1.2.2 Cubic Convolution Interpolation

(Note: the orthonormalization of the motion field basis functions is mainly adopted from LBC97029)

Following the argumentation in LBC-97-029 we employ cubic convolution interpolation for the determination of the predicted intensity value at non-integer values of  dx (a, x,y )  and dy (a, x,y ). Since values of motion vectors can have non-integer values, motion compensated prediction requires evaluating the luminance and chrominance values at non-integer locations  [ x, y ]  in the reference frame 
[image: image6.wmf]D
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. The interpolation of luminance and chrominance values is done by cubic convolution interpolation using pixel luminance values in the 4x4 neighborhood. For a frame of size M x N, the pixels have coordinates 
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. The cubic convolution interpolation in the point  [ x, y ]  is defined as:
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where the 1-D interpolation function is defined as:
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For pixels within the frame boundaries, the cjk’s are given by 
[image: image14.wmf]].
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 residing outside the frame which are needed for interpolation are obtained by duplicating the luminance values of pixels on the boundary of the frame. Please note that in our current implementation, the coefficients of the cubic splines are stored in a table with 10e-3 resolution for reduced computational complexity.

1.2.3 Combined Affine and Translational Motion Compensation

As mentioned before, Draft Annex U syntax is combined with affine motion. Hence, also block-based motion vectors can be used to reference into a frame that is warped using an affine motion model. In case of a half-pel valued displacement, the affine motion compensation using cubic convolution interpolation is conducted first producing a warped block that comprises one more row and/or column of pixels. Then, the half-pel motion compensation as described in H.263 is conducted.

Coder Control

Rate-constrained reference frame generation and motion compensation proceed in three steps: 

1.
Estimate affine motion parameter sets and warp the corresponding reference frames. 

2.
Conduct multi-frame block-based motion estimation on the reference frames. 

3.
Determine the number of affine motion parameter sets that are efficient in terms of rate-distortion performance.

1.3 Affine Motion Estimation

The affine motion estimation starts with translational block matching on the macroblock level in order to robustly deal with large displacements.  Assume the codec stores  K  ( K=1 or 10 in our simulations) decoded frames for motion-compensated prediction. For each macroblock, a half-pel accurate translational motion vector is estimated relative to each of the  K  frames in the long-term memory buffer via block matching in a search range of  ±16  pixels horizontally and vertically.
 The algorithm is summarized as follows:

1. Find the best  K  integer-pel vectors by minimizing

                   x,yB  | o [ x, y ] – s[ x+vx, y+vy, t-] | + MOTION ·R( v - pv )

The motion vector costs are defined as in the test model document Q15-D-65. We restrict the integer-pel search range to ±16  spatially displaced pixels horizontally and vertically..


2. Compute the K half-pel refined motion vectors.


3. Compute the INTER block costs for each of the K half-pel refined motion vectors

                               JINTER = DREC(B, h, v, c)+MODE ·RINTER(B, h, v, c).

Here, the distortion after reconstruction  DREC  measured as the sum of squared differences between pixels of the block  B  in the original and reconstructed frame is weighted against bit-rate  RINTER  using the Lagrange multiplier  MODE .  RINTER  is the bit-rate that is needed to transmit and reconstruct a particular mode, including the macroblock header  h, motion information  v  and DCT coefficients  c.


4. Determine the motion vector that minimizes JINTER
It is recommended to store the encoded symbols and Lagrangian costs in an array since they will be re-used again.

In addition to the INTER mode, the UNCODED mode is considered. The algorithm is summarized as:

1. Determine the rate-distortion cost for the UNCODED mode for each of the  M  frames by computing its Lagrangian cost 

                          JUNCODED = x,yB  | o[ x, y ] - s [ x, y, t-] |2 + MODE ·RUNCODED,

with  RUNCODED  being the bit-rate for the UNCODED mode. 


2. Determine the motion vector that minimizes JUNCODED
Finally the macroblock mode is chosen that corresponds to the minimum of JINTER  and JUNCODED . The motion vector corresponding to this macroblock is used to initialize the affine motion estimation routine for the cluster that contains this macroblock.

For the gradient-based affine motion estimation, the current frame is partitioned into  N  cluster. In our implementation the initial clusters are 32x32 blocks comprising 4 macroblocks. On the right boundary of a QCIF frame the initial cluster contains 32x48 pixels. On the lower boundary of a QCIF frame the initial cluster contains 48x32 pixels while the initial cluster in the lower right corner contains 48x48 pixels. The following Figure illustrates the image partition into 20 clusters.
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Let us assume that the number of macroblocks inside a cluster is  L. Each of the  L motion vectors chosen for those macroblocks is used as initialization of a gradient-based affine motion estimation procedure. 

The initial translational motion estimation is performed in order to robustly deal with large displacements. The translational motion vector  
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  is used to compensate the reference frame  s [ x, y, t-]  towards the current frame producing 
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The translational motion compensation is conducted as described in Rec. H.263 using bilinear interpolation.

For the gradient-based affine motion estimation procedure the well-known optical flow constraint
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is combined with the affine displacement description to obtain
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Rearrangement leads to a linear equation with the 6 unknowns a’1 ... a’6. Setting up this equation at each pixel position inside the cluster leads to an over-determined set of linear equations that is solved in the least squares sense using the pseudo-inverse technique.

Finally, that motion model of the  L  estimated motion models is chosen which minimizes the average distortion between the original pixels and the affine warped pixels in that block. Affine warping is performed using bilinear interpolation between pixels. Then, N=20 complete reference frames are warped using cubic spline interpolation each corresponding to an affine motion model.

Computation of the intensity gradients:

All gradients are computed using the luminance frame only. The horizontal and vertical gradients are approximated using
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The temporal gradient is approximated using 
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Please note that the horizontal, vertical and temporal intensity gradients are computed for the center position of 4 pixels. This results in gradient images being one pixel smaller than the original frames. For increased smoothness of the horizontal and vertical gradients they are averaged over the current frame  o[x,y]  and the reference frame  
[image: image23.wmf]]
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given  w =208  and  h =176. The shift by 0.5 is due to the gradient computation. The solution for the orthonormalized motion coefficients is computed as
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using the pseudo-inverse technique. In our implementation the pseudo-inverse uses the SVD for numerical stability. 

The initial translational motion vector  
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  are concatenated as follows
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with
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Finally, the coefficients are quantized to the levels
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1.4 Multiframe Block-Based Motion Estimation

At this point it is important to note that the multi-frame buffer is filled with the  K  most recent frames and  N  warped frames yielding  M  reference frames. In order to produce the motion-compensated frame, we conduct multi-frame block-based motion compensation similar to H.263. That is, half-pel accurate motion vectors   v =(vx,vy,)T  are applied to compensate blocks of size  16x16  pixels (UNCODED or INTER mode) or blocks of size  8x8  pixels (INTER-4V mode). More precisely, block-based motion estimation is conducted by minimizing 

DDFD(B, v )+MOTION ·R( v )

where the distortion  DDFD(B, v )  for the block  B  between the original frame  o  and the reconstructed frame  s  that is indexed via the picture reference parameter    is computed as

DDFD(B, v ) = x,yB  | o [ x, y, t ] – s [ x+ vx, y+ vy, t-] |,

R( v )  is the bit-rate associated with the motion vector including spatial displacement and picture reference parameter. 

Given the motion vectors, the macroblock modes are chosen. Again, we employ a rate-constrained decision scheme where a Lagrangian cost function is minimized for each macroblock 

DREC(B, h, v, c)+MODE ·RINTER(B, h, v, c).

Here, the distortion after reconstruction  DREC  measured as sum of squared differences between pixels of the block  B  in the original and reconstructed frame is weighted against bit-rate  RREC  using the Lagrange multiplier  MODE .  RREC  is the bit-rate that is needed to transmit and reconstruct a particular mode, including the macroblock header  h , motion information   v   and DCT coefficients  c. The mode decision determines whether to code each macroblock using the H.263 modes INTER, UNCODED, INTER-4V, and INTRA. The Lagrange multiplier for the mode decision is chosen as  MODE = 0.85 ·Q2 , with  Q  being the DCT quantizer value, i.e., half the quantizer step size. The Lagrange multiplier used in the motion estimation is chosen as  MOTION = sqrt( MODE ). 

However, at this point, there is still an open problem about the efficient combination of motion vectors, macroblock modes and reference frames. Because of the dependency of the various parameters, we first pre-compute and store the Lagrangian costs for each combination of macroblock modes and reference frames in an array and then search a locally optimal solution given this array of data. The precomputation step proceeds as: 

1.
Determine the rate-distortion cost for the UNCODED mode for each of the  M  frames by computing its Lagrangian cost.


2.
Determine the rate-distortion cost for the INTER mode for each of the  M  frames by 

a.
Estimation of the best integer-pel accurate 16x16 block motion vector  v  in terms of its associated Lagrangian costs using DDFD ( B,v ). 

b.
Half-pel refinement of this integer-pel motion vector. 

c.
Computation of the macroblock Lagrangian cost for that half-pel refined motion vector including distortion and rate after DCT. 


3.
Determine Lagrangian cost for the INTRA mode. 

Please note that the costs when referencing decoded frames have already been computed. The costs associated with the INTER-4V macroblock mode are computed later in order to reduce the computational burden. 

1.5 Effective Number of Affine Motion Models

Given the array of Lagrangian costs for the three modes UNCODED, INTER and INTRA, the number of affine motion parameter sets that are efficient in terms of rate-distortion performance are determined by the following algorithm.

1. Sort the reference frames according to the frequency of their selection. 

2. Starting with the least popular reference frame, test the utility of each reference frame by 

a.
Computing its best replacement block by block among the more popular frames in terms of rate-distortion costs. 

b.
If the costs for transmitting the reference frame parameters exceed the cost of using the replacements for this frame, remove the frame, otherwise keep it. 

Finally, the INTER-4V macroblock mode is considered by first conducting 8x8 block motion estimation. For that, we proceed in the order in which the blocks are transmitted in H.263. For each 8x8 block, we proceed

1. Find the best  integer-pel vectors by minimizing

                             x,yB  | o [ x, y, t ] – s[ x+ vx,y +vy, t-] | + MOTION ·R( v - pv )

Again we can restrict the integer-pel search range when referencing a warped frame to  ±2  pixels horizontally and vertically without incurring significant degradation. In contrast to that, when searching decoded frames (i.e. all affine motion parameters are 0), the full range of  ±16  spatially displaced pixels is considered.


2. Compute the N half-pel refined motion vectors.


3. Compute the INTER-4V block costs 

                         JINTER-4V = DREC(B, h, v, c)+MODE ·RINTER-4V(B, h, v, c).

Here, the distortion after reconstruction  DREC  measured as sum of squared differences between pixels of the block  B  in the original and reconstructed frame is weighted against bit-rate  RINTER-4V  using the Lagrange multiplier  MODE .  RINTER-4V  is the bit-rate that is needed to transmit and reconstruct a particular mode, including the macroblock header  h , motion information  v  and DCT coefficients  c.


4. Determine the motion vector that minimizes JINTER-4V
Having determined the costs for the INTER-4V macroblock, the final decision which macroblock mode to chose is made including the previously computed costs for the modes UNCODED, INTER and INTRA and the INTER-4V mode. Then, the encoded symbols are transmitted.

Simulations

The run-time per frame for the described encoder is as follows (QCIF, K=1, 300 MHz Pentium PC):

1. Affine motion estimation: 1.5 sec

2. Warping of 20 frames: 1 sec

3. Pre-computation of costs for INTER, UNCODED and INTER-4V mode: 2 sec

4. Computation of INTER-4V mode costs: 2 sec

The coder has been tested for many sequences including:

Container Ship (cs)

Foreman (fm)

Foreman (long sequence) (fc)

Mobile & Calendar (mc)

Mother & Daughter (md)

News (nw)

Silent Voice (si)

Stefan (st)

The bit-streams and decoders for these sequences that are compliant with the above syntax description can be down-loaded at:

ftp nt19.e-technik.uni-erlangen.de

login: anonymous

passwd: <e-mail address>

cd pub/wiegand/MRPW-2

(The results in directory MRPW have been obtained with a similar coder control but different syntax)

� EINBETTEN Equation.3  ���











� It is obvious that the complexity by motion search on multiple reference pictures is increased against the single reference picture motion search. Hence, algorithms for fast motion estimation are recommended. Thus, in integer-pixel motion estimation, after each row of pixels in the block matching, the current costs are compared to the costs of the previously found minimum cost candidate. If the costs of the current candidate exceed the previously found minimum costs, the distortion computation is stopped for the current candidate. The procedure moves on to the next candidate. Therefore, the order of the motion estimation follows increasing bit-rate for the motion vectors. This way, we maximize the probability to find a good match in the search at the beginning. A good approximation of these probabilities is a search spiral, as the one used in the high complexity mode of the test model for the H.263 standard, which is applied on every picture. Hence, for the multiple reference picture motion search, a spiral ordering for each picture can be used when searching over the M pictures in the multiple reference picture buffer. The use of speed-up methods, e.g., as described in document Q15-D-55, is strongly recommended in order to reduce computation time needed for the motion estimation. However, for the sake of reproducibility, no lossy method shall be applied.





1

_997884974.unknown

_999072161.unknown

_999072785.unknown

_999093727.unknown

_999093911.unknown

_999093943.unknown

_999093482.unknown

_999072428.unknown

_999072716.unknown

_999072328.unknown

_998377305.unknown

_998377678.unknown

_998462088.unknown

_998462139.unknown

_998378050.unknown

_998378597.unknown

_998377397.unknown

_998377188.unknown

_998377259.unknown

_998302389.unknown

_998376792.unknown

_998302739.unknown

_998232316.unknown

_998302340.unknown

_997885037.unknown

_997884789.unknown

_997884804.unknown

_997884894.unknown

_997884801.unknown

_997884741.unknown

_997884785.unknown

_997877746.doc


T







CC







Q







Q







p







t







qz







q







v







in







Video







coder







multiplex







video







To







–1







–1







T







Quantizing index for transform coefficients







Quantizer indication







Flag for transmitted or not







Flag for INTRA/INTER







v







q







qz







t







p







P







P1







P2







PM







T







Q







P







Pm







Transform







Quantizer







Picture Memory with translational and affine block-based motion comp.







Picture Memory m















CC







Memory







Coding control 







Motion vector including spatial displacement and frame reference







Control












