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Summary

The principles of balanced multiple description coding and its potential for application to video codecs was presented in [Q15-G-09].  As opposed to a priority-coding scheme such as the methods used in temporal, spatial and SNR scalability coding, multiple description can generate separate streams of equally-important information for the generation of each video picture.  Receipt of any one of these streams can provide a basic level of quality, and receipt of more than one can provide an enhanced level of quality. A multiple description representation typically requires additional bit-rate (termed redundancy) to obtain the same quality reconstruction when no losses occur. 



In this document, we present an alternative method of performing balanced multiple description (MD) video coding, using motion compensated temporal prediction. This MD video coder utilizes DCT, MD transform coding, and three separate prediction paths at the encoder to mimic the three possible scenarios at the decoder: both descriptions received or either of the single descriptions received. 



We begin by discussing our multiple description video coder based on a pairwise correlating transform, that incorporates motion-compensated temporal prediction.  Then we describe two alternate methods of generating multiple description video, both based on syntax already existing in H.263.  We describe our simulation conditions to provide a fair comparison among these three approaches, and finally present our simulation results. We demonstrate that our MD coder outperforms the existing two methods.  
Typically
, it has 
10
-20% lower additional bit-rate (redundancy) for the same quality when only one description is received. 
Alternatively, 
for the same redundancy, 
it 
typically gains 1 dB 
when 
only one description is received
.  
The quality when both channels are received is
 held fixed during the comparis
on.

Multiple description video coding

The key challenge to developing an MD approach to video coding lies in the coding of prediction errors. The difficulty arises from the variety of different predictions that might be used at the decoder of an MD system.  If both channels are received, the best predictor would be formed from information on both channels.  If either single channel is received, two other predictors would be formed.  Without motion, it is possible to design the information on the two channels to force a structure between the two-channel predictor and the two one-channel predictors.  However, when motion-compensation is used, no such structure is known. Consequently, three distinct prediction error signals (one corresponding to each predictor) 
might be available
 at the decoder.  If at any time the decoder uses a predictor whose corresponding prediction error is not available, a mismatch condition exists between the encoding and decoding loops.  Mismatch errors are never corrected until the encoding and decoding loops are cleared by an intra-coded frame.



One way to avoid such a mismatch is to have two independent prediction loops, one based on each single-channel reconstruction.  If both descriptions are received by the decoder, a method is needed to incorporate both predictions to improve the joint quality. While avoiding the mismatch for the side decoders, this results in a poorer prediction (lower prediction coding gain) when the outputs of both channels are available. The MD video coder in [Q15-G-09] is designed using this approach.



The MD video coder presented here utilizes MD transform coding and three separate prediction paths at the encoder, to mimic the three possible scenarios at the decoder: both descriptions received or either of the single descriptions received.  A general algorithm to control the mismatch between the prediction loops at the encoder and decoder, and three specific implementations of it, have been p
resented in [4]
. This structure allows complete or partial mismatch control, depending on the coding strategy of the side-loop prediction errors.  In particular, some mismatch control is important, but complete mismatch 
elimination
 is not necessary. In this contribution, we focus on the method in [4] that performs best.



Although a complete MD system for video should consider optimal multiple descriptions for (i) the side information, (ii) motion vectors, and (iii) the DCT coefficients, here we take the straightforward strategy of duplicating side information and motion vectors on both channels.  The DCT coefficients for both the original blocks and the prediction error blocks, however, are coded using a nontrivial MD.  In the intra-mode, we use MD transform coding, which introduces controlled correlation between coefficients [1,2,3]. In the predictive mode, we recognize the possibility of mismatch and our encoder controls it to be at an acceptable level.



In general, there are two sources for distortion in the DCT coefficients of an MD video coder. One source of distortion is the quantization of prediction errors. This is common between a single-description and an MD video coder; although the MD coder may have more than one prediction loop. The second source of distortion is the mismatch between the prediction loops at the encoder and decoder. The framework of Fig. 1 allows us to deal with these two sources of distortion. Roughly, F can be considered as the prediction error and G1
-F 
and G2
-F 
as a representation of the mismatch.  (Note that Fig. 1 only shows the side prediction loop for G1.  The side prediction loop for G2 can be determined by symmetry.)



We use three separate prediction paths at the encoder, to mimic the three possible scenarios at the decoder: both descriptions received or either of the single descriptions received.  Specifically, the encoder has three frame buffers, storing the previously reconstructed frames from both descriptions, Description One, and Description Two.  For each block X, the encoder generates a predicted block Pi, i=0,1,2 based on the reconstructed motion vector and the reconstructed previous frame.



For the central loop (top of Fig. 1), we apply the DCT to the 8 by 8 central prediction error block, F, and quantize the output.  We then form N/2 pairs of quantized DCT coefficients based on the desired two-channel distortion.  We currently use a fixed pairing strategy for all frames, basing the number of paired coefficients, N, and the pairing strategy on the statistics of the I-frame DCT coefficients [4]. Each pair undergoes a Pairwise Correlating Transform (PCT) with parameter b (which is denoted tan q in [3]), and the resulting coefficients from each pair are split into two sets.  The unpaired coefficients are split even/odd and appended to the PCT coefficients.  Because the PCT
 is implemented using an inverti
ble integer-to-integer transform, the exact single-description video 
(ie, that produced by a
 typical
 H.263 video coder) 
can be recovered at the decoder if both descriptions are received.



The PCT introduces a controlled amount of correlation between the resulting two coefficient streams. If A and B are the original DCT coefficients, then the output of the PCT is coefficients C and D, where

� EMBED Equation.2  ��� 

At the decoder, if only one description is received, the coefficients in the other description are estimated from this correlation using linear prediction.  The transform and estimation parameters depend on the desired redundancy and on the coefficient 
I
-
 and P-frame 
variances estimated from 
training data. 



To reduce the future mismatch between the two-channel prediction at the enco
der and possible reconstructions
 at the decoder, we also consider the residual information (G1 and G2 ) in the side loops.

Rather than completely coding G1 and G2, we try to extract the more important part of the signal, so that it can be sent in 32 coefficients, in the same block as the F information. This is a tradeoff between the mismatch created by partial transmission of G1 and G2 and the saving in the redundancy rate. To achieve this goal, we use the generalized transform-based coder introduced in [3], and only send the orthogonal complement of the information in the central-loop.  Thus, the PCTp in Fig. 1 receives the channel-one information from the central loop, forms the best linear prediction from this information, and outputs the residual information in G1 that has not been represented in F, but only in the subspace orthogonal to the information from channel-one.  These 32 coefficients from side-loop 1 are then appended to the 32 coefficients for channel-one in the central loop.  Similarly, we construct 32 coefficients for side-loop 2 and append them to the 32 coefficients for channel-two from the central loop.  The coefficients in each set are then runlength and Huffman coded.



For redundancy allocation, we control the redundancy in F by varying the parameters of the PCT.  For very low redundancies, we only allocate redundancy to F.  As the correlation among the coefficients in F becomes high, allocating more redundancy to F has diminishing returns, and so it is better to begin allocating redundancy to the G components.  We currently do this by using a fixed quantizer step-size on the Gi coefficients that is coarser than the quantizer used on the F coefficients.  Note that the bits used to send G1 and G2 can be considered to be pure redundancy, as this information is typically not needed by the decoder if both descriptions are received. �



Figure 1.  Three loop multiple description video coder with motion-compensated temporal prediction

Multiple description coders using existing H.263 syntax and semantics

We compare our method to two different methods of creating two video descriptions that use the existing H.263 syntax.  The first method, MD-SNRS compresses the video using SNR scalability, duplicates the base layer so that it appears in both descriptions, and alternates blocks (ie, GOBs) of the enhancement layer between the two descriptions.  To obtain the best trade-off between additional redundancy and the quality when only one description is received, we use only EP pictures in the enhancement layer (after the first picture).  At the decoder, if both channels are received, the enhancement layer information can be used to refine the base layer information.  If only one channel is received, the enhancement layer is more detrimental than helpful, and it should be discarded.  (Using EI pictures creates an enhancement layer that is useful when only one description is received; however, it is very costly in terms of extra bit-rate redundancy.) 



In the second method, we use the method of Q15-G-17 (denoted here as MD-Alt-GOB), in which two descriptions are created from a single frame by alternating GOBs (or structured slices).  At the decoder, if both descriptions are received, the video can be completely decoded.  If only one description is received, the missing GOBs are concealed using the motion information from the 
above
 GOB.  Because of the deterministic loss of an entire description, the method of random I-blocks [Q15-G-17] is not effective here.  Therefore, we use periodic I-frames, and duplicate the I-frames in each description.  The redundancy we consider here is only due to this duplication, not packetization overhead.  We examine I-frame rates of one every 15 frames (consi
stent with our MD I-frame rate), 
one every 10 frames
, and one every 5 frames
.

Simulation conditions

In the current contribution, we consider simulation conditions different than the common conditions in Q15-F-45, because we are interested in "multiple description" losses, where an entire channel containing half the information is lost.  In future contributions, we intend to consider simulation conditions as those outlined in Q15-F-45 and Q15-G-39.

We base our simulation conditions on those in Q15-F-45, with the intent of providing a fair comparison among the three multiple description coders described above. We assume an entire description is lost.  Because these losses are deterministic, we do not need to use 4000 frames to remove statistical variations.  We use a fixed frame rate and a constant quantizer stepsize chosen such that the output bit-rate is in the range of interest for each sequence.  To compare two MD codecs, we require each produce equivalent distortion when both channels are received.  (This sometimes requires the SNRS codec to use a finer quantizer stepsize in the enhancement layer than indicated in Table 1.  Table 1 also indicates the bit-rate and PSNR for the single-description coder which is the baseline for creating all redundancies.) 

GOB headers are included where it makes sense for error resilience.  Specifically, GOB headers are included in both descriptions of our MD coder, in the base layer of the MD-SNRS coder, and in the MD-Alt-GOB coder.  GOB headers are not included in the enhancement layer of the MD-SNRS coder.  We use annexes D, F, and J, and present the redundancy (additional bit-rate) as a function of the quality when only a single description is received.  We consider the following combinations of sequences and quantizer stepsizes.



���Single-description PSNR�Single-description total bits (bit-rate)��Foreman �QCIF   7.5 fps�Q=8�33.1
3
 dB�987,952  (98.8 kbps)��Foreman �QCIF   7.5 fps�Q=12�30.90 dB�630,416  (63.0 kbps)��Container�QCIF   10 fps�Q=8�33.87 dB�597,701  (59.8 kbps)��Container �QCIF   10 fps�Q=12�31.40 dB�395,284  (39.5 kbps)��Hall monitor �QCIF   10 fps�Q=12�32.38 dB�336,689  (33.7 kbps)��Silent Voice �QCIF   15 fps�Q=12�31.41 dB�537,897  (53.8 kbps)��Paris �  CIF    15 fps�Q=12�30.58 dB�10,687,252  (301 kbps)��Table 1.  Sequences, and single-description statistics.

Simulation results

Figures 2 and 3 show the performance for Foreman for Q=8 and Q=12, respectively.  Figures 4 and 5 show the performance for Container Q=8 and Q=12, respectively.  Figures 6, 7, and 8 show the performance for Hall, Silent, and Paris, respectively, with Q=12.  Complete results are
 also tabulated in the Annexes.
    
In all cases, our MD coder outperforms the MD-SNRS coder for low redundancy.  For the sequence Hall, we outperform MD-SNRS by 
5% redundancy for the same one-description reconstruction quality.  For all other sequences, we outperform it by 10% or more for low redundancy.  The MD-Alt-GOB is only competitive for one sequence and for one redundancy: Hall, at approximately 45% redundancy.  In all other cases, MD-Alt-GOB does not perform as well as the other methods.








�
�
Figure 2.  Foreman, Q=
8. Single-description PSNR 33.13
 dB.  MD-Alt-GOB results are below 24dB.

�

Figure 3.  Foreman, Q=12.  Single-description PSNR 30.90 dB.  MD-Alt-GOB results are below 24 dB.

�
�

Figure 4.  Container, Q=8. Single-description PSNR 33.87 dB.



�

Figure 5.  Container, Q=12.  Single-description PSNR 31.40 dB.

��

Figure 6.  Hall monitor, Q=12. Single-description PSNR 32.38 dB.

�

Figure 7.  Silent, Q=12.  Single-description PSNR 31.41 dB.  MD-Alt-GOB results are below the range of this plot.�

�

Figure 8.  Paris, Q=12.  Single-description PSNR 30.58 dB.



Relationship with other H.26L proposals

Although the PCT was designed to introduce controlled correlation between pairs of uncorrelated coefficients, it can be adapted to 
alter the correlation between already correlated pairs of coefficients.  As such, it can be combined with any of the methods to encode I-frames and residuals that have been proposed to date for H.26L.  We propose that multiple descriptions be incorporated as a mechanism for error resilience in H.26L.
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�Annex 1: MD-SNRS statistics

Note that, with one exception, the Enh. PSNR’s for this data are always less than the single-description PSNR of the reference.  Therefore, the estimates for redundancy in these tables and shown in the figures are lower than the actual redundancy
 compared to a single-description coder
.



Base Q�Base PSNR�Enh. PSNR (dB)�Base bits�Enh. bits�Redundancy��10�31.88�32.78�780447�318110�0.902��12�30.90�32.75�630416�474163�0.756��14�30.11�32.76�529620�572117�0.651��16�29.45�32.80�458611�645278�0.582��24�27.57�32.90�308850�791765�0.427��Table 2.  SNRS statistics for Foreman, Enh. Q=8.  (See also Figure 2.)



Base Q�Base PSNR�Enh. PSNR (dB)�Base bits�Enh. bits�Redundancy��14�30.11�30.63�529620�176047�0.959��16�29.45�30.59�458611�262776�0.872��24�27.57�30.62�308850�414029�0.637��28�26.94�30.66�273537�449802�0.581��31�26.57�30.68�254353�464945�0.544��Table 3.  SNRS statistics for Foreman, Enh. Q=12.  (See also Figure 3.)



Base Q�Base PSNR (dB)�Enh. PSNR (dB)�Base bits�Enh. bits�Redundancy��10�32.53�33.40�477451�287066�1.078��12�31.40�33.28�395284�348410�0.906��14�30.47�33.17�338778�375641�0.762��16�29.71�33.09�295220�393280�0.646��24�27.51�33.04�195809�422846�0.363��Table 4.  SNRS statistics for Container, Enh. Q=8.  (See also Figure 4.)



Base Q�Base PSNR�Enh. PSNR (dB)�Base bits�Enh. bits�Redundancy��15�30.13�31.48�318967�238867�1.218��18�29.00�31.33�260904�266563�0.994��24�27.51�31.25�195809�287490�0.718��28�26.79�31.25�169127�293753�0.599��31�26.35�31.19�156263�297755�0.544��Table 5.  SNRS statistics for Container, Enh. Q=11.  (See also Figure 5.)



Base Q�Base PSNR�Enh. PSNR (dB)�Base bits�Enh. bits�Redundancy��15�31.06�32.05�276286�150317�1.088��18�29.99�32.00�234332�164213�0.880��24�28.28�31.99�187345�186508�0.667��28�27.41�31.98�168296�198621�0.590��31�26.81�32.08�158661�203489�0.547��Table 6.  SNRS statistics for Hall, Enh. Q=11.  (See also Figure 6.)



Base Q�Base PSNR�Enh. PSNR (dB)�Base bits�Enh. bits�Redundancy��15�30.32�31.24�432005�262891�1.095��18�29.44�31.15�361805�296907�0.897��24�28.10�31.13�290494�334979�0.703��28�27.49�31.17�264412�351015�0.636��31�27.10�31.17�253231�357362�0.606��Table 7.  SNRS statistics for Silent, Enh. Q=11.  (See also Figure 7.)



Base Q�Base PSNR�Enh. PSNR (dB)�Base bits�Enh. bits�Redundancy��15�29.25�30.36�8442865�5849398�1.127��18�28.12�30.29�6843624�6897204�0.926��24�26.51�30.23�4996197�8313724�0.713��28�25.68�30.25�4279605�8918628�0.635��31�25.16�30.26�3891685�9261452�0.595��Table 8.  SNRS statistics for Paris, Enh. Q=11.  (See also Figure 8.)

�Annex 2: MD-Alt-GOB statistics


These results were generated dropping GOBs 2, 4, 6, and 8 for QCIF images, and GOBs 2, 4, 6, and 8, and 11, 13, 15, and 17 in CIF images.  As such, the estimates for one-description PSNR are optimistic, because it is for the description with less than 50% losses.  However, the redundancy is the average redundancy for both descriptions.



I-frame rate�One-description PSNR�Total bits�P-frame bits�Redundancy��5�23.52�1178198�735758�0.599��10�21.78�1062318�823502�0.284��15�20.53�1013345�866473�0.145��Table 9.  MD-Alt-GOB statistics for Foreman, Q=8.  (See also Figure 2.)



I-frame rate�One-description PSNR�Total bits�P-frame bits�Redundancy��5�23.28�755456�444936�0.691��10�21.81�666384�499128�0.322��15�20.66�630416�527096�0.164��Table 10. MD-Alt-GOB statistics for Foreman, Q=12.  (See also Figure 3.)



I-frame rate�One-description PSNR�Total bits�P-frame bits�Redundancy��5�29.91�907687�295335�1.543��10�27.61�668854�362374�0.632��15�26.23�597701�383149�0.359��Table 11. MD-Alt-GOB statistics for Container, Q=8.  (See also Figure 4.)



I-frame rate�One-description PSNR�Total bits�P-frame bits�Redundancy��5�28.92�624928�179304�1.708��10�26.74�446535�223279�0.694��15�25.61�395284�239348�0.394��Table 12. MD-Alt-GOB statistics for Container, Q=12.  (See also Figure 5.)



I-frame rate�One-description PSNR�Total bits�P-frame bits�Redundancy��5�29.16�593083�155843�2.060��10�27.68�396368�177312�0.828��15�26.99�336689�183801�0.454��Table 13. MD-Alt-GOB statistics for Hall monitor, Q=12.  (See also Figure 6.)



I-frame rate�One-description PSNR�Total bits�P-frame bits�Redundancy��5�27.96�846974�290358�1.609��10�26.51�612004�334068�0.654��15�25.50�537897�352521�0.345��Table 14. MD-Alt-GOB statistics for Silent, Q=12.  (See also Figure 7.)



I-frame rate�One-description PSNR�Total bits�P-frame bits�Redundancy��5�27.25�18062043�5233939�1.890��10�25.93�12558037�6083997�0.781��15�25.10�10687252�6375028�0.403��Table 15. MD-Alt-GOB statistics for Paris, Q=12.  (See also Figure 8.)





�
Annex 3: MDTC statistics



Q2�Average one-channel PSNR�Channel-1 bits�Channel-2 bits�Redundancy��10�
31.77
�
998264
�
1004008
�
0.973
��12�
31.13
�
895832
�
900672
�
0.773
��14�
30.58
�
825344
�
832952
�
0.63
6
��16�
30.07
�
776016
�
783944
�
0.539
��18�
29.61
�
739720
�
749112
�
0.469
��
24�
28.51
�
676856
�
690424
�
0.349
��
31�
27.63
�
643840
�
660976
�
0.288
��
Table 16.  MDTC statistics for Foreman, Q1=8.  (See also Figure 2.)



Q2�Average one-channel PSNR�Channel-1 bits�Channel-2 bits�Redundancy��16�29.12�616176�615016�0.952��18�28.76�574168�574608�0.822��20�28.43�543264�544704�0.726��24�27.83�499760�502928�0.590��31�27.05�461328�464008�0.468��Table 17.  MDTC statistics for Foreman, Q1=12.  (See also Figure 3.)



Q2�Average one-channel PSNR�Channel-1 bits�Channel-2 bits�Redundancy��10�31.06�510720�524624�0.732��12�30.53�474304�489264�0.612��14�30.03�449784�461056�0.524��16�29.62�432544�441400�0.462��18�29.24�418592�426112�0.413��24�28.53�398304�404272�0.343��31�27.60�379320�381688�0.273��Table 18.  MDTC statistics for Container, Q1=8.  (See also Figure 4.)



Q2�Average one-channel PSNR�Channel-1 bits�Channel-2 bits�Redundancy��16�29.04�363840�374968�0.869��18�28.69�341512�352952�0.757��20�28.38�326000�334536�0.671��24�27.77�300416�310480�0.545��31�26.99�277496�286032�0.426��Table 19.  MDTC statistics for Container, Q1=12.  (See also Figure 5.)



Q2�Average one-channel PSNR�Channel-1 bits�Channel-2 bits�Redundancy��16�30.27�333152�335056�0.984��18�29.84�319664�314144�0.882��20�29.43�307520�299232�0.802��24�28.60�289928�274224�0.675��31�27.59�272560�249040�0.549��Table 20.  MDTC statistics for Hall, Q1=12.  (See also Figure 6.)



Q2�Average one-channel PSNR�Channel-1 bits�Channel-2 bits�Redundancy��16�29.21�495536�553200�0.949��18�28.87�459896�525368�0.831��20�28.57�431824�502792�0.737��24�28.06�396552�473064�0.616��31�27.51�370776�452408�0.530��Table 20.  MDTC statistics for Silent, Q1=12.  (See also Figure 7.)



Q2�Average one-channel PSNR�Channel-1 bits�Channel-2 bits�Redundancy��16�28.32�9970048�10250400�0.892��18�27.91�9277592�9635128�0.769��20�27.53�8763272�9173704�0.678��24�26.79�7981608�8499904�0.542��31�25.75�7369640�7633544�0.404��Table 21.  MDTC statistics for Paris, Q1=12.  (See also Figure 8.)





File:�filename  \* Mergeformat �
mdvideo.doc
�	Page: �page �
10
�	Date Printed: �date  \* Mergeformat �
07/28/99
�












