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Summary



We present a video coding scheme that uses multiple reference frames for motion-compensated prediction with the aim of improved rate-distortion efficiency. The reference pictures are either previously decoded frames or warped versions of previously decoded frames. The warping parameters are affine motion parameters that are transmitted as side information. Motion compensation is performed by addressing blocks in the reference picture buffer consisting of previously decoded frames and warped frames. The block address is given by an half-pel accurate spatial displacement and a picture reference parameter.



The approach is incorporated into a block-based hybrid video coder that is mainly following the H.263+ specifications. More precisely, the syntax changes require:

Transmission of spatial displacement vector and picture reference parameter (as in enhanced reference picture selection)

Transmission of affine motion parameters in the picture header

Otherwise, the syntax is kept the same as in the H.263+ specification including modes and prediction error coding.

�	Video Coding Using Long-Term Memory and Affine Motion-	Compensated Prediction



Utilizing inter-frame prediction for video compression leads to the question of the rate-distortion efficiency of motion-compensated prediction (MCP). For a certain bit-rate required to transmit motion-related information, MCP provides a version of the video signal with a certain distortion. The achievable prediction performance can be increased by reducing the size of the motion-compensated blocks. This is expressed in the success of the INTER-4V mode of H.263. However, the bit-rate must be assigned carefully to the motion vectors. Therefore, rate-constrained motion estimation can be employed to achieve this trade-off. Hence, most of the gain achieved by the TMN-10 coder compared to TMN-9 is obtained by employing rate-constrained motion estimation. The gains reported in Q15-D-25 are about 10% bit-rate savings at equal reproduction quality.



In contributions Q15-C-11, Q15-D54, Q15-E-25, Q15-E-44, and Q15-G-18, a video codec is proposed that achieves bit-rate savings between 10 and 20 % due to improved motion compensation employing multi-frame prediction. For multi-frame prediction, past decoded frames are assembled in a multi-frame buffer. This buffer is simultaneously built at encoder and decoder. Block-based motion-compensated prediction is performed using extended motion vectors that consist of a spatial displacement and a picture reference to address a block in the multi-frame buffer.



Although, for long-term memory prediction, the motion model is extended to exploit long-term dependencies in the video sequence, the motion model remains translational. However, independently moving objects in combination with camera motion and focal length change lead to a complicated motion vector field that has to be approximated efficiently for motion-compensated prediction. Block-based motion estimation and compensation with variable block size leads to a good compromise between prediction gain and side information over a wide range of motions. However, sophisticated motions like, e.g., camera zoom cannot be well approximated with a translational motion vector for a finite block size without reducing the block size to very small quantities. A more complex motion model that allows for more than two degrees of freedom is well suited to capture those complex motion fields for large regions with a small number of coefficients. Our work on the subject was stimulated by the proposal of Marta Karczewicz et al., e.g., see LBC-97-029.



This proposal employs the concepts of variable block-size coding, long-term memory prediction and affine motion compensation. The three approaches are integrated into an motion estimation and compensation scheme which, when integrated into an H.263+ codec, shows superior rate-distortion performance.



2.	Video source coding algorithm



The architecture of the multiple reference picture motion-compensated predictor is depicted below. This figure shows a video coding structure that consists of an inter-frame predictor, which uses M (M(1) picture memories that are stored in the multiple reference picture memories P1Ö PM. The number of reference pictures M accommodated in the decoder may be signaled by external means (for example Recommendation H.245) to help the memory management at the encoder. If M=1, the H.263 default mode is turned on.

�EINBETTEN Word.Picture.8��� 

Figure 2.1. Architecture of multiple reference picture video source coder



If M>1, the following modifications are made to the macroblock layer. For each INTER (or INTER+Q) macroblock, the source coder selects a spatial displacement vector and a reference picture if the coded macroblock indication (COD) is set to "0". The information to signal the extended motion vector (v) including the spatial displacement and the picture reference is included in the encoded bit-stream. If the coded macroblock indication (COD) is set to "1", only the picture reference parameter is transmitted.



For each INTER4V or (INTER4V+Q) macroblock, the source coder selects four picture reference parameters combined with each spatial displacement vector to four extended motion vectors.



The warped reference frames are generated at the encoder using affine motion parameter sets that are transmitted as side information in the picture header.

3.	Motion Compensation

Motion compensation is performed in the default H.263 prediction mode (see 6.1 of the H.263 recommendation) or using the Unrestricted Motion Vector Mode (see Annex D) or using the Advanced Prediction mode (see Annex F) with the extension to reference into several pictures. The differential spatial displacement vectors are computed using the H.263 median (see 6.1.1). The picture reference parameter is not predicted. In case the INTER-4V mode is selected, the chrominance motion vector is inherited from the first of the 4 motion vectors, i.e., the first motion vector is treated as if it would be used for compensating the entire 16x16 luminance block. 



Affine motion compensation:

The affine motion parameters are transmitted as side information to the decoder. However, for motion compensation, only those image parts must be warped where reference is made to a warped picture. Hence, the maximum warping needed at the decoder is restricted to one frame. The pixel displacements dx(x,y) and dy(x,y) for prediction are described using the set of orthonormal polynomial basis functions proposed in LBC-97-029



	� EINBETTEN Equation.2  ���	(1)



with f1(x,y) ... f6(x,y) the orthonormal polynomial basis functions and a1 ... a6 the motion model coefficients as described in LBC-97-029. The orthonormalization of the basis functions has to be performed with respect to a finite area inside the image, e.g. a segment obtained by a segmentation step. The approach proposed  in this document is segmentation free and therefore the basis functions are normalized with respect to the entire image. Following the argumentation in LBC-97-029 we employ cubic convolution  interpolation for the determination of the predicted intensity value at non-integer values of dx(x,y) and dy(x,y).

4.	Syntax

Multi-frame prediction as proposed here requires extensions to the syntax. The decoder has to simultaneously accommodate the various reference pictures that are utilized for motion-compensated prediction at the encoder. Therefore, information needs to be signaled to inform the decoder whether or not and where a picture is added to the multiple picture memory and whether or not and which picture is dropped from the multiple picture memory. Furthermore, the warping parameter sets have to be transmitted as side information. In addition to that, the macroblock syntax needs to be extended where the MVD symbol is replaced by an extended MVD symbol. However, the overall syntax changes required are quite small in order to incorporate long-term memory and affine motion-compensated prediction.

4.1	Picture Layer

The use of the multiple reference picture selection mode is indicated if Bit 17 of the optional part of PLUSPTYPE (OPPTYPE) is set to ”1”.



In the following, the multiple reference picture buffer is assumed to be arranged as a concatenation of M pictures that are indexed using numbers 0 to M-1. Furthermore, the past decoded frames are assumed to be buffered in a FIFO memory. The number of reference frames that the decoder can maximally accomodate is negotiated via H.245.



The following table is used to transmit various parameters.

Table 1. Reversible Variable Length Code Table (RVLC table).



Index�number of bits�Codes��0�1�1��ìx0î+1 (1:2)�3�0x00��ìx1x0î+3 (3:6)�5�0x11x00��ìx2x1x0î+7 (7:14)�7�0x21x11x00��ìx3x2x1x0î+15 (15:30)�9�0x31x21x11x00��ìx4x3x2x1x0î+31 (31:62)�11�0x41x31x21x11x00��ìx5x4x3x2x1x0î+63 (63:126)�13�0x51x41x31x21x11x00��ìx6x5x4x3x2x1x0î+127 (127:254)�15�0x61x51x41x31x21x11x00��ìx7x6x5x4x3x2x1x0î+255 (255:510)�17�0x71x61x51x41x31x21x11x00��ìx8x7x6x5x4x3x2x1x0î+511 (511:1022)�19�0x81x71x61x51x41x31x21x11x00��ìx9x8x7x6x5x4x3x2x1x0î+1023 (1023:2046)�21�0x91x81x71x61x51x41x31x21x11x00��ìx10x9x8x7x6x5x4x3x2x1x0î+2047 (2047:4094)�23�0x101x91x81x71x61x51x41x31x21x11x00��





The following code words are concatenated to the mandatory part of PLUSPTYPE (MPPTYPE) of H.263+.



1. Number of Reference Frames (NORF, variable length)

If the PICTURE_CODING_TYPE indicates an INTRA picture, the NORF code is used to inform the decoder of the maximum number of past decoded frames. This number has to be equal or less than the negotiated number of maximally accomodated reference frames via H.245.



If the PICTURE_CODING_TYPE indicates an INTER picture, the NORF code is used to inform the decoder how many affine parameter sets are to be used to decode the current frame. For that, the RVLC table is used, where the index in the RVLC table is set to the NORF value.



For i=1:NORF

2. Picture Reference (PR, variable size)

The absolute reference of the picture is transmitted using the RVLC table. Here is assumed that the decoded frames are stored at encoder and decoder in a FIFO buffer. The transmission is achieved by setting the index of the RVLC table to the buffer index.

3. Affine Motion Parameter Indication (AMRI, 1 bit)

A bit that signals whether a set of affine motion parameters is to follow. If AMRI=0, no affine motion parameter set follows. The reference frame is checked into the current reference buffer at position i. If AMRI=1, a set of affine motion parameters is following.

4. Affine Motion Parameters (AMP, variable size)

The affine motion parameters are orthonormalized to the picture size.

For j=1:6

	The jth motion parameter is quantized using qj=ROUND(aj*2).

Transmit qj using the RVLC table by setting the index of the RVLC table to the absolute value of qj .

if qj  ( 0

Transmit sign of qj. Positive: 0, Negative: 1.

4.2	Macroblock Layer

The macroblock layer syntax is modified only if the use of more than one reference frame is indicated in NORF.



If the COD bit is set to "0", indicating that the macroblock is coded, the syntax of the macroblock layer as depicted in Fig. 4.2.1 is modified in that, the MVD, MVD2, MVD3, and MVD4 parts are extended by a picture reference (PR) parameter each. Otherwise, the same syntax is used as described in section 5.3 of the H.263 recommendation.



COD�MCBPC�MODB�CBPB�CBPY�DQUANT�MVD�MVD2�MVD3�MVD4�MVDB�Block Data��

Figure 4.2.1: H.263 macroblock syntax layer if COD="0".





PR�MVDx�MVDy��

Figure 4.2.2: Extended motion vector syntax. PR: picture reference parameter, MVDx: x-component of spatial displacement, MVDy: y-component of spatial displacement



If the COD bit is set to "1", indicating that the macroblock is not coded, the syntax of the macroblock is modified in that the COD bit is followed by the picture reference (PR) parameter as depicted in Fig. 4.2.3.



COD�PR��

Figure 4.2.3: H.263 macroblock syntax layer if COD="1".



Otherwise, the syntax of the H.263+ recommendation is used throughout our codec.

5.	Video Encoding Algorithm



The video encoding algorithm consists of the following steps:

Estimation of affine motion coefficients and reference picture warping

Determination of the number of reference frames using multi-frame encoding

5.1	Estimation of affine motion coefficients and reference picture warping

Estimation of affine motion coefficients

A preselected number N of motion models is estimated from the previously decoded frame with respect to the current original frame. A typical number of motion models would be N=32. The image is subdivided into blocks of fixed size according to the preselected number of motion models. For the above mentioned 32 motion models a QCIF image is subdivided into 32 blocks each of size 22x36 pixel. For each measurement rectangle the motion model coefficient estimation  is performed in two steps:



1) Initial half-pel accurate translational estimate using block matching

2) Affine refinement using a gradient-based approach



The first step is performed in order to robustly deal with large displacements. For the second step the well-known optical flow constraint



� EINBETTEN Equation.2  ���



is combined with the affine displacement description in (1) to obtain



� EINBETTEN Equation.2  ��� .



Rearrangement leads to the following linear equation with the 6 unknowns a1 ... a6



� EINBETTEN Equation.2  ���



Setting up this equation at each pixel position inside the measurement rectangle leads to an over-determined set of linear equations that is solved in the least squares sense using the pseudo-inverse technique.



We therefore obtain N independently estimated motion models that are used for the reference picture warping step.



If more than one previously decoded frame is available at encoder and decoder, the estimation of the affine motion parameters proceeds as follows. As for the case of one previous frame the available K frames are subdivided into N blocks and an initial translational estimate is determined for each measurement rectangle. This translational motion vector is estimated  for all available K decoded frames. All NxK translational estimates  undergo the affine refinement and the motion models are selected that lead to the highest prediction gain. Again, the result are N motion models that can be used for reference picture warping. In contrary to the previously described case of one decoded frame, each motion models has an associated time reference parameter that indicates with previously decoded frame has to be used for the warping of the corresponding reference frame.



Coefficient quantization:

The orthonormalization of the basis function leads to a reduced sensitivity (compare LBC-97-029) of the quantized coefficients. A uniform quantizer is used in the presented experiments.



Reference Picture Warping:

For each motion model ni, i= 1...N we warp the entire previously decoded frame towards the current frame to be coded. We therefore obtain N new reference frames that can be used for block-based prediction of the current frame. Finally, the N warped frames and the past decoded K frames are assembled in a multi-frame buffer of M=K+N frames.



5.2	Determining the Number of Reference Frames

Having assembled the M=K+N frames in the multi-frame buffer we want to determine what number of reference frames is efficient in terms of rate-distortion performance. This is achieved by running a multi-frame H.263 coder in baseline mode. The main complexity of this scheme is associated with the motion estimation step for the 16x16 blocks. However, this complexity burden can be reduced by using fast search techniques that were developed for the long-term memory coder, see Q15-D-55. Moreover, the search range on the warped frames is only +/- 2 pixels. The decision which frames to remove from the reference picture buffer is made using the following steps:



Compute the Lagrangian costs when compensating a 16x16 block using a particular reference frame and store them in an array.

Sort the reference frames according to the frequency of their selection

By starting from the least popular reference frame, check each frame by

3.1	Computing its best surrogate among the more popular frames

3.2	If the costs of indicating the use of the reference frame exceed the cost of 	using the surrogates for this frame, remove the frame



After having determined a rate-distortion efficient set of reference frames, the costs for the remaining modes are determined and the encoded data are transmitted to the decoder.

6. 	Results



The multi-frame prediction codec is compared to the anchor. The anchor is run after the specifications of the high-complexity mode of TMN-10, which can be found in Q15-D-65. For both codecs, Annexes D, F, I, J and T are turned on. Both codecs use the same INTRA frames. 



For objective comparisons, parameterized rate distortion curves are plotted. The presented rate-distortion curves show the following four simulation cases:

TMN-10: 		The result produced by the anchor using Annexes D, F, I, J, and T

ERPS 10: 		Enhanced Reference Picture Selection when integrated into TMN-10. �			Annexes D,F,I,J, and T are enabled. The coder follows the description 			of the core experiment on Enhanced Reference Picture Selection, 			see Q15-G-18 and Q15-G-19. Hence, 10 frames are used for MCP.

ERPS 50: 		ERPS  when integrated into TMN-10 using 50 frames. 

MRPW:		Multiple reference picture warping when integrated into TMN-10.�			Annexes D,I,J, and T are enabled. The coder follows the desciption 			presented above. Only the immediately preceeding frame is used to 			warp a maximum of 32 reference frames. Overall, 33 frames are 				maximally used for MCP.

MRPW+ERPS:	Multiple reference picture warping combined with long-term memory 			prediction when integrated into TMN-10. Annexes D,I,J, and T are 			enabled. The coder follows the desciption presented above. A 				maximum of 32 reference frames is warped from the 10 previously 			decoded frames. These frames together with the 10 previously 				decoded frames are used for motion compensation. Thus, a 			maximum of 42 frames is used for MCP.



The tables contain the results for cases 1, 4, and 5. The data for cases 2 and 3 can be found in Q15-G-20.







Container Ship, QCIF, SKIP=2, Average Bit-Rate and PSNR���Anchor�MRPW�MRPW+ERPS��QP�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]��4�69.57�37.76�42.68�42.32�53.77�37.96�42.81�42.47�50.95�38.22�43.00�42.68��5�53.13�36.53�41.53�41.21�40.93�36.71�41.59�41.38�37.14�36.86�41.84�41.45��7�33.51�34.49�40.87�40.35�25.98�34.72�41.10�40.56�23.95�34.93�41.25�40.77��10�20.64�32.42�39.25�38.57�16.17�32.64�39.34�38.85�15.04�32.89�39.70�38.94��15�12.19�30.14�38.54�37.74�9.62� 30.31�38.60�37.96�9.15� 30.53�38.86�38.07��25�6.09�27.25�37.49�37.00�5.28� 27.56�37.44�37.12�5.19� 27.67�37.75�37.40��



Foreman, QCIF, SKIP=2, Average Bit-Rate and PSNR���Anchor�MRPW�MRPW+ERPS��QP�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]��4�169.81�37.95�41.93�42.68�138.48�37.96�41.96�42.70�128.84�38.26�42.11�42.84��5�133.67�36.74�41.03�41.79�110.14�36.78�41.13�41.87�102.32�37.01�41.22�41.97��7�90.93�34.63�40.23�40.73�75.65�34.63�40.24�40.71�70.10�34.89�40.26�40.82��10�59.17�32.44�38.77�39.00�49.31�32.44�38.72�38.99�46.06�32.73�38.78�39.22��15�37.38�30.20�37.99�38.25�31.14�30.16�37.88�38.19�29.28�30.47�37.98�38.32��25�20.47�27.54�37.07�36.96�17.42�27.53�36.66�36.65�16.78�27.82�36.71�36.66��



Hall Monitor, QCIF, SKIP=2, Average Bit-Rate and PSNR���Anchor�MRPW�MRPW+ERPS��QP�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]��4�58.31�39.05�40.74�42.63�57.19�39.17�40.74�42.64�51.56�39.40�40.68�42.62��5�45.98�37.61�40.15�42.01�44.28�37.66�40.09�41.92�42.32�38.03�40.23�42.00��7�30.59�35.57�39.50�41.45�30.34�35.65�39.43�41.44�28.76�36.01�39.62�41.54��10�19.64�33.48�38.01�40.24�20.02�33.68�38.02�40.27�19.36�34.02�38.12�40.37��15�12.44�31.11�37.34�39.34�12.84�31.33�37.27�39.34�12.38�31.64�37.39�39.51��25�6.88�28.22�36.72�39.00�7.27� 28.48�36.58�39.02�7.06� 28.68�36.64�39.19��



News, QCIF, SKIP=2, Average Bit-Rate and PSNR���Anchor�MRPW�MRPW+ERPS��QP�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]��4�97.64�38.47�41.59�42.26�84.74�38.77�41.95�42.44�82.53�38.85�42.01�42.56��5�77.06�37.05�40.48�41.23�69.24�37.45�40.82�41.42�67.58�37.53�40.87�41.41��7�53.04�34.81�39.62�40.41�47.77�35.18�39.86�40.54�46.76�35.28�39.90�40.56��10�33.93�32.60�37.79�38.58�31.38�33.01�38.03�38.68�30.65�33.10�38.07�38.72��15�21.05�30.18�36.69�37.73�19.84�30.50�37.09�37.89�19.44�30.66�37.03�37.86��25�11.19�27.37�35.46�36.65�11.04�27.64�35.46�36.70�10.87�27.77�35.54�36.79��



Silent Voice, QCIF, SKIP=1, Average Bit-Rate and PSNR���Anchor�MRPW�MRPW+ERPS��QP�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]��4�109.76�38.10�41.17�41.98�106.70�38.37�41.23�41.99�98.45�38.64�41.48�42.30��5�85.79�36.64�39.93�40.94�84.63�36.88�40.01�41.01�77.93�37.15�40.19�41.23��7�57.51�34.55�38.97�40.31�57.60�34.74�38.99�40.27�53.15�34.99�39.30�40.51��10�36.42�32.53�37.17�38.54�37.07�32.72�37.19�38.53�34.26�33.02�37.35�38.70��15�22.62�30.43�36.44�37.91�23.04�30.58�36.35�37.79�21.53�30.80�36.52�38.05��25�12.18�28.02�35.53�36.90�12.69�28.13�35.51�36.71�11.90�28.36�35.57�36.88��

Glasgow, QCIF, SKIP=1, Average Bit-Rate and PSNR���Anchor�MRPW�MRPW+ERPS��QP�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]��4�298.15�37.00�41.40�43.01�282.33�37.17�41.43�42.99�258.18�37.20�41.48�43.01��5�232.39�35.71�40.58�42.24�220.66�35.86�40.62�42.21�202.00�35.89�40.67�42.23��7�151.86�33.50�39.69�41.48�143.10�33.60�39.63�41.35�128.18�33.61�39.63�41.33��10�92.81�31.32�38.13�40.02�86.58�31.39�38.04�39.87�77.47�31.46�38.01�39.83��15�53.87�29.11�37.23�39.10�48.36�29.09�36.93�38.92�43.67�29.17�36.93�38.89��25�26.33�26.61�36.00�38.01�22.13�26.51�35.38�37.44�21.18�26.62�35.46�37.44��

Mobile & Calendar, QCIF, SKIP=2, Average Bit-Rate and PSNR���Anchor�MRPW�MRPW+ERPS��QP�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]��4�471.68�35.23�36.84�36.57�355.58�35.50�37.14�36.91�322.66�35.65�37.43�37.20��5�376.18�33.91�35.63�35.37�283.13�34.09�35.85�35.65�257.69�34.26�36.16�35.95��7�258.98�31.20�34.21�33.90�190.03�31.31�34.37�34.08�170.49�31.55�34.74�34.41��10�158.47�28.43�32.01�31.60�114.87�28.55�32.19�31.77�102.17�28.91�32.61�32.15��15�94.47�25.89�30.85�30.39�63.15�25.84�30.84�30.31�57.86�26.33�31.38�30.82��25�46.51�22.93�29.48�28.87�28.11�22.88�29.32�28.47�27.64�23.43�29.87�29.16��

Stefan, QCIF, SKIP=2, Average Bit-Rate and PSNR���Anchor�MRPW�MRPW+ERPS��QP�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]��4�501.30�37.23�39.57�39.28�414.30�36.89�39.55�39.27�401.89�37.19�39.59�39.33��5�408.20�35.64�38.25�37.90�334.66�35.56�38.24�37.93�328.74�35.67�38.34�38.03��7�299.50�32.95�37.17�36.78�243.58�32.91�37.11�36.77�235.62�32.94�37.11�36.75��10�203.57�30.24�35.23�34.77�163.41�30.17�35.22�34.78�158.38�30.28�35.24�34.80��15�125.14�27.33�34.16�33.62�95.68�27.23�33.98�33.50�92.77�27.37�34.02�33.55��25�59.08�23.98�32.95�32.32�46.60�24.08�32.79�32.23�45.95�24.23�32.84�32.35��

Foreman (COST), QCIF, SKIP=2, Average Bit-Rate and PSNR���Anchor�MRPW�MRPW+ERPS��QP�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]�Rate

[kbps]�Y

[dB]�Cr

[dB]�Cb

[dB]��4�165.65�37.63�40.72�42.42�148.14�37.76�40.80�42.37�135.87�37.94�40.88�42.45��5�129.35�36.55�39.94�41.56�116.04�36.65�40.04�41.51�107.01�36.84�40.10�41.55��7�86.65�34.55�39.13�40.54�77.52�34.57�39.14�40.37�70.98�34.79�39.22�40.44��10�55.12�32.49�37.88�38.85�49.07�32.44�37.78�38.76�45.58�32.75�37.87�38.88��15�35.26�30.25�37.24�38.04�30.73�30.21�37.11�37.91�28.78�30.48�37.20�38.05��25�19.84�27.58�36.39�36.95�17.41�27.65�36.18�36.71�16.50�27.97�36.35�36.96��
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