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�

�0.0	OVERVIEW [Q15-F-49]

The sixth meeting (Meeting “F”) of the ITU-T Advanced Video Coding Experts Group (Q.15 / SG 16) was held at the Shilla Hotel, Seoul, Republic of Korea during 3-6 November, 1998.  The meeting was chaired by the Q.15 Rapporteur, Mr. Gary Sullivan, with the technical and H.26L sessions co-chaired by the Rapporteur along with the Associate Rapporteur, Mr. Keiichi Hibi.  Excellent arrangements were provided by Samsung Electronics, the host organization.  This meeting report [Q15-F-49] contains several annexes of important information:

Annex A: A list of the 42 collaborating experts attending the meeting [Q15-F-02]

Annex B: A list of the QQ contributions and two Temporary Documents of the meeting [Q15-F-00]

Annex C: The detailed meeting agenda [Q15-F-TD-1]

Annex D: The list of ad-hoc groups established at the meeting.

Annex E: The letter sent to Q.11 through Q.14 from the meeting [Q15-F-48]



The overall issues addressed at this meeting are summarized in Table 1.



Documents for this meeting, for other meetings, and other information pertinent to the activities of the Advanced Video Coding Experts Group can be found on the Q15 ftp site managed by the Rapporteur:

	ftp://standard.pictel.com/video-site



Documents for this meeting are found in the 9811_Seo subdirectory of the ftp site.



Document numbers are used to refer to documents listed in this report (e.g., Q15-F-49, which denotes the report itself) according to the document registration list [Q15-F-00] provided in Annex B.  A document number in italic font refers to a document that was not uploaded onto the ftp site prior to the advance upload deadline (four business days prior to the meeting).  Document numbers are also used in the filenames for storing documents on the ftp site (e.g., filename q15f49d1.doc for the 1st draft of document 49, which is this meeting report, or q15f00r1.doc for the 1st revised version of the document list).  The “Q15” in a document number refers to the Question 15 Advanced Video Coding Experts Group, and the letter (e.g., “F”) refers to the meeting for which the document was registered (“A” for the first meeting, “B” for the second, etc.).



Email conversations pertaining to the activities of this group are routinely conducted using the email reflector managed by Mr. Mike Zeug of Iterated Systems.  Those wishing to subscribe or unsubscribe to this email reflector are asked to submit their requests to:

	itu-adv-video-request@listserv.iterated.com



and the address for email to be sent to all members of the email reflector list is:

	itu-adv-video@listserv.iterated.com

TABLE 1

CATEGORIZATION OF SUBJECT AREAS AT SEOUL MEETING

SUBJECT��1.	Opening Session��2.	Deployment and Support of Existing Video Coding Standards��3.	Technical Content Proposals and Demos for H.263++ and H.26L��4.	Test Model, Software and Encoding for Video Coding Standards��5.	Sign Language and Lip-Reading��6.	Workplan for H.263++ Future Enhancement Project��7.	Workplan for H.26L Future Standard Development Project��8.	Closing Session��1.0	OPENING SESSION

The group gave special thanks to the representatives of the host organization Samsung Electronics, and Dong-Seek Park, a representative of Samsung, in turn outlined the meeting logistics.  The facilities provided were exceptional (despite the disappointment expressed by Mr. Park when he related that the in-room LAN provided by Samsung had “only a T-1” access capability to the Internet).

1.1	Organizational Items [Q15-F-02, Q15-F-03, Q15-F-TD-0]

The current experts list was made available to the members for sign-in for construction of the new attendee list [Q15-F-02] and the updated experts list [Q15-F-03], and the meeting invitation document [Q15-F-TD-0] was made available.



The Rapporteur discussed the importance of the disclosure of patents and of the filing of statements pertaining to such intellectual property claims with the ITU.  The group was encouraged to consult the guidelines and further information available at the ITU web site

http://www.itu.int/ITU-Databases/TSBPatent/

1.2	Previous Meeting Report [Q15-F-01]

The results of the Q.15/SG16 activities at the SG 16 meeting during 14-25 September in Geneva, Switzerland were noted [Q15-F-01].  The contents of a report of Q15 activities at this meeting as provided by the rapporteur were approved.

1.3	Review of Contributions [Q15-F-00]

The list of meeting contributions was reviewed, updated, and approved [Q15-F-00]. We are pleased to note that the vast majority of documents for this meeting had been uploaded to the ftp site for the group several business days prior to the meeting.  Advance electronic distribution of contributions will continue to be our policy, with an intent to continue to reduce and eventually eliminate the need for paper copies at our meetings.  Late, unannounced contributions hand-carried to the meetings were noted to be accepted only with the consensus of the meeting participants.  Some late contributions were made at this meeting as noted in the document list (documents not uploaded prior to a 4-business-day advance distribution deadline are noted by italics in the list and in the document numbers referenced in this report), and these were all accepted.  Facilities were made available by the host for obtaining electronic copies of documents at the meeting (as well as the distribution of paper copies).



This was our second meeting at which a LAN was provided to give instant access to electronic meeting contributions throughout our meeting room (as well as mains power throughout the room and an Internet service connection).  These excellent facilities greatly eased our ability to communicate and to distribute contributions in electronic form.

1.4	Meeting Plan [Q15-F-TD-1]

The meeting plan outlined in Q15-F-TD-1 and attached in Annex C to this report was reviewed, updated, and approved.

1.5	Proposed Future Meeting Plans

The proposed meeting plans were presented and approved.  Potential hosts and locations for our next meetings were discussed, subject to review and approval by SG16:



Q.11-14 / SG16 Experts: 17-20 November, 1998, Turino, Italy, hosted by CSELT

Q.11-15 / SG16 Experts “Q15-G”: tentatively February 23-26, 1999, New Jersey, host Ascend?

Study Group 16 “4”: April/May, 1999 [Precise date unknown]

Q.15 / SG16 Experts “H”: July, 1999

Q.15 / SG16 Experts “I”: November, 1999

Study Group 16 “5”: February, 2000

Q.15 / SG16 Experts “J”: April, 2000

Q.15 / SG16 Experts “K”: July, 2000

Study Group 16 “6”: November, 2000



The group noted that finalization of the plans for our next Q15 experts meeting and for the following SG 16 meeting were not yet complete and hoped that this issue could be clarified soon.  The rapporteur indicated that he would help determine a final schedule as soon as possible.

1.6	Ad Hoc Committee Reports [Q15-F-04, Q15-F-05, Q15-F-06, Q15-F-07, Q15-F-08, Q15-F-09, Q15-F-10]

Reports were presented for the seven Ad Hoc Committees that were established at the previous meeting.  The ad hoc committees and their report document numbers are listed below in Table 2.



TABLE 2

Ad Hoc Committees Reporting to Seoul

AD HOC COMMITTEE�CHAIRPERSON�REPORT��H.263+ Bitstream Packetization�Tom Gardos�Q15-F-04��H.263+ in H.320�Smita Gupta (report by Gary Sullivan)�Q15-F-05��Error Resilience Simulation Conditions�Stephan Wenger�Q15-F-06��Compatibility Between MPEG-4 and H.263�Gary Sullivan�Q15-F-07��Test Model Enhancement and Software Development�Keiichi Hibi�Q15-F-08��H.263++ Development�Gary Sullivan�Q15-F-09��H.26L Development�Keiichi Hibi�Q15-F-10��1.6.1	H.263+ bitstream packetization [Q15-F-04]

This activity has been a success, and was completed with the approval of RFC 2429 in the IETF and a corresponding annex to H.225.0 in the ITU-T SG16.

1.6.2	H.263+ in H.320 [Q15-F-05]

An ad hoc report was provided on the progress of work toward the adoption of the H.263+ enhancements into the H.320 suite [Q15-F-05].  The Q.15 experts were pleased with the progress of this activity, noting that the design for adoption appeared stable and that Determination had been reached for revised versions of H.320, H.221, H.230 and H.242 at the September SG 16 meeting.  The work and the one other contribution on this topic is reported in Section 2.1 below.

1.6.3	Error resilience simulation conditions [Q15-F-06]

The work on error resilience simulation conditions progressed well [Q15-F-06], and the work and contributions on this topic are discussed below in Section 4.3 and are the subject of output documents Q15-F-45 and Q15-F-46.



The ad hoc report also mentioned at the meeting that some relevant error resilience work is occurring in the IETF and has resulted in a draft now available to the public from the IETF site as “ftp://ftp.ietf.org/internet-drafts/draft-ietf-avt-fec-04.txt” by J. Rosenberg and H. Schulzrinne; and also “ftp://ftp.ietf.org/internet-drafts/draft-ietf-avt-reedsolomon-00.txt” by J. Rosenberg and H. Schulzrinne may be of interest.



1.6.4	Compatibility between MPEG-4 and H.263 [Q15-F-07]

This activity has been a success, and the final draft of MPEG-4 will soon be produced based on the results of the recent meeting of ISO/IEC JTC1/SC29/WG11 in Atlantic City [Q15-F-07].

1.6.5	Test model enhancement and software development [Q15-F-08]

A number of developments were reported in this area of activity [Q15-F-08], and the work and contributions on these issues are discussed below in Section 4.

1.6.6	H.263++ development [Q15-F-09]

A number of developments were reported in this area of activity [Q15-F-09], and the work and contributions on this topic are discussed below in Sections 3 and 6.

1.6.7	H.26L development [Q15-F-10]

A number of developments were reported in this area of activity [Q15-F-10], and the work and contributions on this topic are discussed below in Sections 3 and 7.

1.7	Liaison with Other Organizations [Q15-F-26]

A liaison statement was received from ISO/IEC JTC1/SC29/WG11 (MPEG) regarding the H.262 | IS 13818-2 (MPEG-2 video) and H.222.0 | IS 13818-1 (MPEG-2 Systems) workplans, new edition, and publication issues [Q15-F-26 = N2511].



MPEG adopted a goal to publish a new version of these Recommendations by May 2000.  This new version would include the amendments previously approved and those now in progress, unified into a revised document rather than published as an original text with separately-published amendments.  MPEG indicated that if the rapid publication of a common text for this new version (by May 2000) is not feasible, its HoD group recommends changing the publication method for these Recommendations from “common text” to “technically aligned text” status. We believe that the May 2000 goal is reasonable.



MPEG also reported that it discovered a serious error in the recently approved text of Amendment 5 of H.222.0 | IS 13818-1 (MPEG-2 Systems) and wishes to retract the intent to publish this Recommendation.  This issue should be in the domain of the Rapporteur of Q.12 / SG 16, Mr. Sakae Okubo, and we believe Q.12 and SG16 management are fully aware of the issue.



This liaison statement was discussed, and the group appreciated having this update for the ongoing collaborative relationship between the ISO/IEC JTC1 and ITU-T regarding these common text Recommendations.  No reply appeared necessary and we will move ahead with the workplan as communicated.

2.0	SUPPORT OF EXISTING VIDEO CODING STANDARDS

2.1	H.320 Adoption of H.263+, and H.245 Clarification [Q15-F-42]

A contribution was provided which indicated a need to clarify certain sections of the drafted text in regard to macroblock-level error handling issues [Q15-F-42].  The current draft for use of these features within H.320 had been based on content in H.245, but it was reported that the H.245 text was unclear.  The group did not immediately understand how best to clarify these issues and decided to simply communicate the need for clarification to Q.11 and Q.14 and to encourage our experts to further investigate the problem areas indicated.



Further work on this issue is to be conducted primarily by the Q.11 experts, and it is understood that any needed work on the H.320 suite issue needs to be completed in time for the white document submission deadline for the Spring 1999 meeting of SG 16.

2.2	MPEG-4 Adoption of H.263 (baseline) Compatibility [Q15-F-07]

An ad hoc committee report was presented on the topic of MPEG-4 compatibility with H.263 [Q15-F-07]. The news of this activity continues to be good, and MPEG-4 version 1 is reported to be in its final editing stages for imminent Final Draft International Standard (FDIS) production.  The group endorsed the content of the report of the ad hoc group and wishes to thank those involved in ensuring the final work is completed properly on this issue.

2.3	Clarification request for H.263 [Q15-F-27]

An request for clarification was received regarding three issues in the H.263 text.  The group deliberated on this request and agreed that these comments were valuable and that in at least the first two (and probably in all three) cases the text clarity was insufficient.  Tentative answers were agreed upon by the group.  The creation of an implementer’s guide was suggested for the near future to document these and any other such issues as may arise.  In the meantime, the tentative answers agreed upon are:

BPPmaxKb table and Picture Padding:��Table 1/H.263 in Section 3.6 lists Minimum BPPmaxKb as a function of “Y Picture size in pixels”.  It is not stated whether this is the size of the picture specified in the picture header (width ( height) or whether this is the size of the picture after the width and height have been padded out to the nearest multiple of 16.��The interpretation of the group is that the size specified in the table is the size of the picture specified in the picture header (i.e., the unpadded size).��Rationale: The 16-pixel gaps in size found in the table appear to signal the intent for this to specify the unpadded size (a multiple of 16 since the width and height are each multiples of 4).  Also, this is the most conservative answer as it ensures interoperability regardless of which size is assumed in a decoder design.

Direct bi-dir predicted MBs and picture extrapolation:��Section O.4 states: "In B and EP pictures, motion vectors over picture boundaries may be used as described in section D.1 [..]"��Section D.1.1 states: "If PLUSPTYPE is present in the picture header, the motion vector values are restricted such that no element of the 16(16 (or 8(8) region that is selected shall have a horizontal or vertical distance more than 15 pixels outside the coded picture area".��The potential problem is as follows and could occur for DIRECT predicted macroblocks in B frames: If UMV is on and the new extended motion vectors are used, consider the case where the forward MV is 40 pixels and the B frame is in the middle of the previous and future frames. For a DIRECT predicted macroblock at the top edge of the frame, the forward motion vector would be 20 pixels and the backward motion vector would be -20 pixels. Unless the DIRECT mode is not used for this macroblock, or unless the backward motion vector is clipped (to –15 pixels), pixels outside the 15 pixels mentioned in section D.1.1 may be accessed.��Now the question is: should the encoder make sure no such macroblocks occur, or should the decoder be able to handle this situation gracefully?��The tentative answer is that the encoder shall make sure that no such macroblocks occur, by manipulating mode decisions and/or motion vector values as necessary.��Rationale: Again the conservative response has been chosen, to ensure interoperability regardless of which interpretation is assumed in a decoder.

Parsability of GN/MBA field in BCM:��Under the "videomux" mode of Annex N (Reference Picture Selection), a BCM sent within an outgoing video bitstream refers to the contents of an incoming bitstream.��Parsing of the variable length GN/MBA field within the BCM, however, is dependent upon the incoming bitstream’s image resolution, use of slices, and use of reduced resolution update.  The length of the GN/MBA field is determined by these characteristics.��Does Annex N assume that the far-end recipient of the outgoing bitstream has an awareness of these characteristics of the incoming bitstream?  Or does Annex N assume that the conference is symmetric with respect to these characteristics?  If neither of these assumptions is made, then it would seem that the BCM cannot be parsed correctly in the videomux mode.��The tentative answer is that the far-end recipient of the outgoing bitstream (which contains BCM data referring to the incoming bitstream) must an awareness of these characteristics of the incoming bitstream.  No symmetry is assumed.��Rationale: We are reasonably certain this was the intent of the design.  No symmetry of operation is suggested anywhere in the text, and we believe none is necessary.  The design was for bi-directional video use, in which a system which sending video should be aware of the parameters of the video it is sending (which determine how the data it receives in response is parsed).

3.0	TECHNICAL CONTENT PROPOSALS FOR H.263++ AND H.26L

3.1	Responses to H.26L Call for Proposals [Q15-F-43]

Three algorithm designs with test results were presented as a result of the material requested in the H.26L call for proposals which was issued at the Jan/Feb 1998 meeting of SG 16.  A fourth algorithm description was also considered by the group as potentially falling well within the H.26L algorithm evaluation category due to the close relationship of its design with those in the other H.26L proposals.  Each of these proposals was examined by the group, and the analysis tables presented in this section summarizing the methods was collected and provided by the H.26L project leader, Associate Rapporteur Mr. Keiichi Hibi [Q15-F-43] (with a few further details added to remarks on results).  We cannot do full justice to all of the aspects of these proposals in this report, and encourage the readers to study the content of the individual proposals closely, as each has its own aspects of merit which stand on their own in addition to their use in a particular overall design.

3.1.1	Telenor variable block-size multi-frame MC & 4(4 integer transform [Q15-F-11]

Q15-F-11  (Telenor)

Variable Block Size MC with 4x4 transform��Intra Frame Coding�5 prediction mode for each 4x4 block

 (DC, horizontal, vertical, two diagonals)

Prediction mode is coded referring to neighboring blocks

  Codeword is assigned based on the probability of the mode��Inter Frame Prediction����M.C.�Prediction from more than one past frame

  (no B-pictures usage is intended)

Different block sizes for prediction

  16x16, 8x8, 4x4���M.E.�Step search from 16x16 down to 8x8, 4x4

  smaller search window for 8x8 and 4x4

Approximate bit usage is taken into account during the search��Residual coding����Transform�Use of 4x4 transform

  integer transform, almost identical to DCT���Attribute�Use of H.261 like CBP

  MB structure: 16 Y and 8 U, V

  CBP signals coded or not coded of four 4x4 blocks���Quantizer�32 different QPs corresponding to similar range of H.263

No dead zone���Scan �Double scan of 4x4 block for high QP values,

  Each 8 coefficients in 4x4 block are scanned separately���VLC�Only one VLC for coding (VLC-D)

  Parameters designed to have the same statistics

  Similar to Annex D, but not reverse decodable

  Capable of fast recovery of VLC synchronization

  1bit EOB, 2D-VLC, no escape coding (max. length=27)��Current implementation�No long-term memory is used��Remarks on the results�Improved performance esp. in Intra coding

“Back to basics” simplification approach theme to design

More improvement in higher bitrate

Reduced extent to ringing (despite use of de-ringing for reference)

Somewhat sharper, better cleanup, more detail

Some tendency toward blockiness

Error resilience update pattern was visible��

3.1.2	Strathclyde compression transform [Q15-F-18, Q15-F-19]

Q15-F-18, Q15-F-19  (Univ. Strathclyde)

SCT (Strathclyde Compression Transform) - Variable Dimension Vector Quantization��Intra Frame Coding�Identical to the anchor��Inter Frame Prediction����M.C.�Decomposition of image

  Based on quad-tree decomposition of picture

  But, not restricted by quad-tree structure

VQ and form of MC

  Variable Dimension VQ

    32x32, 16x16, 8x8, 4x4 blocks

    code book size for each dimension is 256

  Prediction from previous frame (no B-pictures)

    Different motion vectors for luma and chroma

    Zero motion with changing brightness���M.E.�Best-first rule for selecting block to be coded���Coding�Index of code book is not entropy coded

  8 bits for coding the index

  6 bits for mean and 6 bits for gain of the vector

Entropy coding for brightness, block positions, etc.��Residual coding�Any other residual coding means can be combined

Not used in the current implementation��Current implementation�Off-line codec

Real-time encoder with different VQ code book��Remarks on the results�Better than anchor in high QP values (lower bitrate)

Blocky, but with detail (no deblocking filter used)

Certain isolated frames much better than others

Sky areas especially good on some frames��

3.1.3	Nokia affine MC with directional VQ [Q15-F-24]

Q15-F-24  (Nokia)

MVC  - Affine MC of segmented frame with multiple transform��Intra Frame Coding�Pixel prediction (7 directions) and DC prediction

Prediction error is coded similar concept of Inter prediction

  DC transmitted separately

  Different VLC tables from Inter coding

  One more 4x4 ECVQ code book for �symbol 112 \f "Symbol" \s 11�p�/8 direction

  Three directional 8x8 KLT

    Predetermined most probable basis functions��Inter Frame Prediction����M.C.�Segmentation of frame

  Quad-tree like splitting

  Composed of 8x8 blocks

  Motion assisted merging for motion field coding

Affine Motion Model

  Motion of all pixels are modeled by affine function

  Six motion coefficients affine function

  Subpixel values by cubic spline interpolation

    (separable 2D filtering with 4x4 window)���M.E.�Motion estimation and split decision

Gauss-Newton minimization

    5 iteration on subsampled image

Motion model adaptation��Residual coding����Transform�Multiple transform (4x4)

  Multishape DCT, directional VQ, extrapolation

  7 ECVQ code books, (sizes are 100 to couple of 100)

    Low/high energy horizontal

    Low/high energy diagonal

    Low/high energy texture

    Flat ���Attribute�Classification concept

  Classified by localizing active area

  Directionality of activity

  Calculated on prediction frame

Classifier

  Calculate variance for 4x4 pixels in predicted frame

  5 different cluster sizes: 8x8, 4x8, 8x4, 3x8, 4x4

  4x4 block is coded one of multiple transform methods

  Other sizes by DCT��Current implementation�No long-term memory is used��Remarks on the results�Improvement significant in both Inter and Intra

Similar bit savings percentage in low to high bitrate range

Never worse than reference

Smoother, less blocky, less ringing, very good on sky areas��

3.1.4	U. Erlangen-Nurem. and 8(8 long-term memory with affine MC [Q15-F-33]

Q15-F-33  (U. Erlangen-Nurem. and 8(8)

Long-term frame memory with affine MC��Intra Frame Coding�Identical to the anchor��Inter Frame Prediction����M.C.�Long-term frame memory with affine MC

  6 parameters affine transform

  Reference picture selection is signaled MB by MB���M.E.�Searching affine motion parameters

  Gradient-based approach���Coding�Affine parameters for warped version of reference frames

  Transmitted in picture header��Residual coding�Identical to the anchor��Current implementation�Long-term memory of 10 previous coded frames

32 affine warped reference frames��Remarks on the results�Appeared generally sharper and “cleaner” than reference

Reduced ringing

Generally reported 2-3 QUANT values lower than reference��

3.2	Deblocking and Deringing Filters

Several methods for de-blocking and de-ringing filtering were presented, and this topic has been designated as an H.263++ Key Technical Area.  In some cases these designs were asked to be considered as loop filter methods, and in others as post-processing filters (or as either one).  The assessment of these methods and the comments regarding them should be considered somewhat related.



One relevant comment made in the viewing of demonstration material for these filter designs was that the demonstration conditions seemed to often consist of material coded at a sufficiently high level of quality that the filtering was less necessary than would be seen under more adverse conditions.  Thus the differences in quality between filter designs may have been less apparent than in a hypothetical alternative test which would stress the filtering technique more severely by coding at a lower level of quality.



The group also noted that if a new method were to be adopted into a Recommendation as a loop filter (as was Annex J for H.263+), then it would be necessary to consider the same rare feedback effects reported in Tampere (Q15-D-41 and Q15-D-61) concerning the interaction of high fidelity encoding with IDCT round-off error when using Annex J.  Any future potential adoption of loop filter technology by our group would be expected to analyze the IDCT feedback issue and its impact on the filter design.

3.2.1	Nonlinear 3(3 artifact reduction using potential functions [Q15-F-13]

A technique was presented as either a loop filter or an outside-the-loop post-processing filter which used a non-iterative 3(3 region-of-support, classification between smooth and non-smooth regions, and minimization of a “potential function” (something like a distortion measure) along with clipping performed by the H.263+ Annex J UpDownRamp() memoryless nonlinearity function [Q15-F-13].  The complexity of the method was estimated as somewhat more complex but similar in spirit to the Annex J de-blocking filter or the de-ringing filter of section 10 of test model number 10 (TMN10).  Some subjective and objective quality results were shown, but the group believed it would need further information to properly assess the merits of this technique (such as side-by-side real-time D-1 comparisons with the Annex J + Section 10 of TMN10 approach).

3.2.2	Loop filtering for de-blocking, de-ringing, and corner-outlier artifacts [Q15-F-20]

A technique was presented which had been presented previously at the Whistler Q15 meeting (Whistler’s Q15-E-22) which adaptively filtered the areas of the picture using classifications on the values of coding parameters (e.g., on IDCT coefficient values) [Q15-F-20].



For de-blocking, the technique used a set of directional flags to indicate whether blocking artifacts were likely to occur horizontally, or vertically or both, and to filter with varying strength according to these flag classifications.  For de-ringing, similar adaptive means were used as controlled by two flag values.  Special treatment of the classification flags was provided for determining new flags after motion compensation.  In INTRA pictures, a method was provided to detect and correct “corner outlier” pixel values in which the extreme corner of an INTRA-coded block may have a value that unusually deviates from the values of its neighbor pixels in other blocks.



A D-1 demonstration of the filter’s performance was provided.  Its performance was compared to that of H.263+ Annex J with and without the de-ringing filter of Section 10 of TMN10.  One comment made was that the demonstration conditions seemed to often consist of material coded at a sufficiently high level of quality that the filtering was less necessary than would be seen under more adverse conditions.  When compared with Annex J without Section 10 of TMN10, the presented filter sometimes had somewhat visibly improved quality (with smooth areas sometimes represented more smoothly and edges sometimes retaining greater crispness), and sometimes did not.  When compared with Annex J with Section 10 of TMN10, the presented filter was less blurry.  The reduced blurriness was sometimes judged to be a subjective improvement, but sometimes was not.



The complexity of the presented filter was described as being a significant improvement relative to the use of Annex J with Section 10 of TMN10, and this was presented as a key part of why this filter should be considered for adoption as a loop filter.  It should be noted that a significant motivation for the adoption of Annex J was the reduction in complexity allowed by obviating the need for an extra frame store in a decoder when using the Annex J technique as a loop filter rather than as a post filter.  At least two apparent criteria would need to be well measured in order to justify the adoption of another loop filter annex.  The first of these is the relative quality of the filtered content as compared to Annex J, and the second is the complexity of the filter (e.g., as compared to either Annex J or a good post-filter design or as compared to overall decoding complexity).

3.2.3	Post-filtering for de-blocking and de-ringing [Q15-F-23]

A post-filtering method was presented using a regularization method with a smoothing constraint applied with four directional smoothness functions [Q15-F-23].  The method provided an iterative filtering approach and was shown with the results of use of either one or two iterations.  A single filtering method was applied to obtain both a deblocking and a de-ringing benefit.  A consistent PSNR gain was shown as a result of using this filtering method (which is often not seen from post-filtering methods), relative to H.263+ Annex J (section 10 of TMN10 was apparently not used).



A D-1 demonstration of the filtering method’s performance was provided, relative to the use of Annex J without Section 10 of TMN10 (although there was some problem with the CB, CR data format on the D-1 tape).  There appeared to be some relative benefit shown in some cases (relative to Annex J use only).  A slight improvement was seen, with some reduction in ringing, although it was overall seen as visually about the same in quality.  There was also a reddish tinge to some sequences for an unknown reason.



The complexity of the presented method was estimated by the proponent as about half the complexity of the combination of H.263+ Annex J with Section 10 of TMN10.  The filtering method was presented as potentially providing an improvement to the test model reference design (an improvement in both complexity and quality), and should be considered more in the future in light of its performance and estimated complexity – although further testing seems necessary before such action could be justified.

3.3	Sample-Adaptive Product-Code Quantizer [Q15-F-21]

A contribution was presented which sought to improve the coding fidelity of “busy” blocks in the coded content (blocks which have significant coded content) [Q15-F-21].  This method differs significantly from the prior “adaptive quantizer” designs seen at previous Q15 meetings and designated as an H.263++ Key Technical Area.  The premise of this design was to use block classification (without side information) to determine which blocks had a certain level of business, and to refine the quantized representations of the coefficients in these blocks.  The inverse quantization rule was changed, using an E8 lattice to represent the refining data.  When compared with a reference encoder (TMN8) the technique showed some (relatively minor) PSNR gain in the busy block areas, although it appeared essentially neutral in overall picture PSNR fidelity. A demonstration was provided to show the performance of the method.  The benefit was unclear in this demonstration – it may have been roughly equivalent in performance to the use of a quantization parameter one increment smaller, but was not a very visible improvement.

3.4	EZW-Structured DCT Coding [Q15-F-22]

A contribution was presented which restructured the DCT coefficient filtering structure along the lines of embedded zero-tree wavelet (EZW) coding [Q15-F-22].  The resulting design was presented as offering enhancements in coding efficiency, rate control precision, scalability, and error robustness.  Significant gains in coding performance were reported in both INTRA and INTER coding performance.  When compared with H.263 with high quantization step sizes, a gain was reported up to 1 dB for INTER coding, and up to 2.5 dB for INTRA coding.  With smaller step sizes, the reported gain diminished.  A demonstration of performance was provided, although not using the anchors generally used by the group (e.g., not using Annex I Advanced INTRA coding and not using Annex J deblocking).  Some scenes (Hall Monitor, Foreman, News) showed a quite visible performance advantage in this comparison.  The group thought that this method showed promise, and thought it to be potentially relevant to H.26L, where more freedom is available for significant restructuring of the codec design.

3.5	Data Partitioning for Error Resilience [Q15-F-29]

A contribution was presented with further data on the use of data partitioning for error resilience enhancement [Q15-F-29].  The scheme presented was basically the same as had been proposed at the Whistler meeting (e.g., in Q15-E-19 and Q15-E-20).  The proposed method was tested using essentially the test conditions that have been recently agreed upon for use within the group (except for not using R-D optimization, which was argued to be not entirely relevant).  A significant gain in both subjective and objective terms (e.g., 2 dB) was shown, particularly under conditions in which the reference design resulted in lost frames.  Less gain was apparent with better channels, partly to due an increase in overhead and INTRA update information (which is partly simply to be expected, but which might be improved upon by better use of the same syntax). The method proposed was tested in some ways using a design that resembled slice structured coding, although it was not precisely using the slice design in H.263+.  Further work appeared to be needed on this and some other aspects (e.g., investigating why so many frames were lost in the referenced anchors).  A demonstration of relative performance was shown, and it was agreed that the difference was quite visible.  There was some question why the anchor reference implementation did not INTRA update certain corrupted areas of the scene – and this appeared to be due to a fault in the design of the test model reference conditions, resulting in not updating skipped areas of the picture.  The method was demonstrated both with and without the use of the mux model (applying errors just to the bitstream rather than using the flags and CRCs available from a mux as in the mux-model reference which essentially used Q15-F-16), although only test results using the mux model were requested by the group.  Without a mux for providing error indications, the anchor performance suffered, resulting in a larger relative improvement for the data partitioning method.



The data partitioning method has received a significant level of interest within the Q15 group, is a designated Key Technical Area of H.263++ development, and appears to be maturing as a potential tool for an H.263++ annex (as reported in the H.263++ ad hoc report Q15-F-09).  However, it has still not been adopted in any official draft, and the group thought it wise to continue its current status until further verification of test results are available.  Given the stability of the design and the level of interest shown by the group, two proponents, Dr. John Villasenor of UCLA and Mr. Dong-Seek Park of Samsung, were jointly appointed to write a proposed draft text for consideration at the next meeting when verification of test results may be available.  The test conditions agreed upon for evaluation of such proposals by the group were also refined at this meeting, and these modified test conditions are described below in Section 4.

3.6	Enhanced Reference Picture Selection [Q15-F-32, Q15-F-33, Q15-F-39]

A proposed draft for an H.263++ annex on the coding efficiency performance improvement feature known as enhanced reference picture selection (also known as long-term memory) was presented, describing the text which could be adopted for this feature [Q15-F-32].  Significant coding efficiency performance improvement was demonstrated for this feature at the Whistler and Tampere meetings (e.g., Q15-E-25 and Q15-E-44), and this feature has also been mentioned as promising into other proposals (e.g., Q15-E-17 and Q15-F-11).



Further results were also presented for this method [Q15-F-33].  Some additional results with additional performance improvements were also presented in this contribution using an affine motion model for motion compensation.  This document was also discussed above in Section 3.1.4.



A contribution was also received reporting on some initial efforts toward verifying the performance of this feature [Q15-F-39].  This contribution also provided some clarification on the intended design.  The authors indicated their interest in this feature, and expressed an intent to do further work on the topic.



This coding efficiency enhancement technique has also received a significant level of interest within the Q15 group, is a designated Key Technical Area of H.263++ development, and appears to be maturing as a potential tool for an H.263++ annex (as reported in the H.263++ ad hoc report Q15-F-09).  However, it has still not been adopted in any official draft, and the group thought it wise to continue its current status until further verification of test results are available.  Despite the ongoing investigation of some further enhancement of this technique by adding an affine motion model, the basic design has been stable, and the level of interest shown by the group led to the appointment of Mr. Thomas Wiegand to write a proposed draft text for consideration at the next meeting when verification of test results may be available.

4.0	TEST MODEL, SOFTWARE, AND ENCODING

4.1	Reference Software Availability [Q15-F-40, Q15-F-16]

The University of British Columbia (UBC), which has made software available for the use of the public in experimenting with H.263, provided a contribution discussing their future software development efforts [Q15-F-40].  UBC reported that although they will continue to allow use of their previous version (version 3.2.0 from web site http://www.ee.ubc.ca/spmg/research/motion/h263plus and ftp site ftp://dspftp.ubc.ca/pub/tmn/ver-3.2) of this software available to all, they will not provide further updates to this software (even bug fixes).



UBC plans to continue to enhance its software, and to include updated Q15 test model designs in that software.  However, they have indicated that they can no longer afford to conduct this activity without some kind of monetary support.  They stated that UBC was not attempting to make a profit from providing access to this software for research purposes, but was only seeking to find a way to share some of the costs of the efforts expended on this project.  UBC will provide software which includes some very significant enhancements (enhanced GUI, speed-up features, enhanced performance, etc.) to the prior versions of this software, but will seek a cost-sharing fee (e.g., US$ 1000, plus US$ 500 for each update) from most users (exceptions may be made for certain organizations such as academic institutions).



While the group might have been happier to have access to the new UBC software for free, rather than needing a cost-sharing arrangement, the work toward further enhancements and the continued availability of this valuable tool appear to be positive developments.  Previous versions of this software have formed the “backbone” of a number of experiments in our group, and we are sure the new version will continue to be a valuable tool for future work.



Software in general appears to be more difficult to get donated to our group activities than we may have thought it would be a couple of meetings ago.  The group will need to assess the practicality of any plans to use donated software in future work.



Some software was, however, provided for mux simulation experiments [Q15-F-16].  It is described below in Section 4.3.1.

4.2	Video Coding Quality Experiments [Q15-F-36]

The results of some experiments were reported using higher-quality coding than what is the usual testing performed in our group [Q15-F-36].  Various source material was encoded at 768 and 1536 kbits/s, and the results of this test were shown to the group.  The basic coding method used was that of the test model, although without rate-distortion optimization due to an interaction problem between rate distortion optimization and rate control.  This effort also uncovered a need to find a way to operate the test model reference encoder design without allowing frame skipping and other aspects not generally encountered in our work at lower bit rates (such as a potential need for better rate control for B pictures).



The group was pleased to see this experiment showing the high degree of effectiveness of the H.263+ standard at bit rates that are not (yet) typical for conversational services.  Certainly the group can benefit from an understanding of the issues involved in video coding at bit rates beyond those found commonly in our experiments.

4.3	Error Resilience Quality Experiments

4.3.1	Packet multiplex simulator for error resilience testing [Q15-F-16]

A contribution was provided containing software for the simulation of the effects of an error-prone channel on video data [Q15-F-16].  It simulates the Level 2 mobile multiplex of H.223 Annex B processing video data using Adaptation Layer 3 transmission.  It allows an error pattern file obtained from channel measurements or simulation conditions to be applied to the pseudo-multiplexed bitstream and for the effects of this corruption to be simulated on the multiplexed data.  The program was written using a design that was developed collaboratively through email discussions once it became apparent that no other good packet-oriented H.223 mobile mux simulator was available for Q15 experiments.



While this simulation program is not perfect, the group believes that it represents a reasonably accurate model of the effects of a mobile multiplex on video data and provides a good basis for such experiments.  As a result, the group plans to use this model (or some potential improved version of it) in its future experiments.



The contributor indicated that some future enhanced version of the program will probably be developed (such as allowing video packets longer than 254 bytes), but that the basic overall degree of realism of its behavior is not expected to significantly change as a result.

4.3.2	Mobile error resilience test conditions [Q15-F-38, Q15-F-45, Q15-F-46]

A contribution was provided that proposed an alteration of the test conditions planned for error resilience testing [Q15-F-38].



This contribution described a new technique known as rate-distortion optimized error resilient coding, which appears to provide a significant benefit in performance by adding an awareness in the encoder of the likelihood that data will be lost, and of the presumed error concealment to be applied in the event that the data has been lost.  However, because the group had not had time to fully assess this method, it was judged premature to ask for the error resilience tests to be conducted based on its design.  It was also stated that the performance gain which could be obtained by use of this technique is likely to be applicable to many other encoder designs (e.g. use with data partitioning) in addition to being applicable to the use of the existing H.263+ syntax.



Because of problems in implementing the prior test model design for rate-distortion optimization and because of its questionable relevance for error resilience experiments, the group decided to simplify the error resilience test conditions (more along the lines described in Alternative Proposal number 2 of Q15-F-38).  Issues concerning the possible anomalous content at the beginning of the Rayleigh error pattern files were also discussed, leading to adoption of a plant to jump past 80 bytes of these files when starting simulations (but using circular wrapping so that these bytes may be used later).  Several of the error patterns that had previously been decided upon appeared to provide little useful information and were dropped from the experiment plan.  Error patterns for higher bit rates (e.g., 128 and 384 kbps) are desired by the experimenters, and help is requested in obtaining such data.



The common conditions adopted by the group for error resilience testing were written into an output document report [Q15-F-45], and the test model reference encoding and decoding design for use of these test conditions were similarly described in an output consensus document [Q15-F-46].

4.4	Rate Control

4.4.1	Frame-rate control [Q15-F-14]

A contribution was provided which described methods for controlling frame rate adaptively during changes in scene motion activity and channel bit rate [Q15-F-14].  The selection of an appropriate frame rate for use in encoding a video sequence is a fundamental part of the design of a video coding system, yet it has not received any previous significant attention in our test model design efforts (more typically we simply pick a frame rate we think is appropriate for experiments using a video sequence, without regard for the fact that a real-time encoder would need to decide on its own what frame rate is appropriate, and would need to do so without prior knowledge of the difficulty of the content of the video sequence).  The design provided attempted to maintain both perceptual visual motion smoothness and adequate picture fidelity while adapting the frame rate for encoding based on the bit rate available for use and the amount of motion in the scene).



The group agreed that this topic is very worthy of study, and hopes to do further work to assess the feasibility of this method and how it might be improved.  We hope that some reasonable frame rate control scheme can be soon adopted into our test model reference encoder design, and this method appears to be a good initial candidate.

4.4.2	Fixed frame-rate coding [Q15-F-34]

A contribution was provided which pointed out that no method is currently found in our test model reference encoder design which provides a truly fixed frame rate for testing in implementations which need this feature [Q15-F-34].  The group agreed that such a change to the test model was needed and appeared to be minor to adopt, and authorized this method for inclusion in the next test model.

4.4.3	Interference between rate control and rate-distortion optimization [Q15-F-35]

A contribution was provided which reported further on the problem that the test model designs for rate control and rate-distortion optimization do not work well together [Q15-F-35].  This was also noted in the report from the Whistler meeting [Section 4.7 of Q15-E-53].  We ask our experts on rate control and rate-distortion optimization to continue to work and find a solution for this problem.  If a reasonable solution can be found, we authorize it to be included in the next test model which is produced in order to fix this problem.

4.5	Decoder Post-Processing Enhancement

4.5.1	De-blocking and de-ringing [Q15-F-13, Q15-F-23, Q15-F-41]

Two contributions were provided for enhancing the test model reference design for post-processing filtering [Q15-F-13, Q15-F-23].  The results of their consideration is described above in Section 3.2.



Another contribution was provided which sought clarification of the current description found in the test model [Q15-F-41].  The group agreed on the need for this clarification, and also noted that another aspect of the filter design which had previously been authorized for inclusion in the test model had been neglected in the current description.  The other aspect in question was the modification of the processing of the edges of blocks in the post-processing when Annex J is not in use.  This was based on contribution Q15-B-14 of the Sunriver Q15 meeting, which was intended to have been adopted into the test model (as reported in Section 2.8.2.3 of the Sunriver meeting report Q15-B-74).  The group agreed to revise its test model to include both the clarification requested in Q15-F-41, and the modification requested in Q15-B-14 as authorized for adoption in Sunriver.

4.5.2	Frame rate interpolation [Q15-F-15]

A technique was presented for a decoder to increase the output video frame rate by estimating the contents of the depicted scene at time instants between those of the transmitted pictures [Q15-F-15].  The method used morphological processing operations in conjunction with a human visual system model and change detection.  The group expressed a keen interest in this concept, and discussed some previous uses of it.  The demonstration shown used only a rather small set of test material (including some relatively “easy” content such as Miss America and Suzie) and did not show real-time display of results.  There were some comments that objectionable artifacts might occur if this concept was applied to difficult scenes.  It was also noted that this scheme increased delay by requiring the decoder to delay the display of the latest decoded picture until after any interpolated pictures had been shown.  The complexity of the method was not well understood by the group, although it was recognized that having such a technique which provides enhanced quality for decoders with extra capabilities makes this an intriguing topic.  Pending further investigation, the group decided not to include this technique in its test model at this time.

4.6	Delivery of Video over ATM using H.323 [Q15-F-28]

A contribution was presented which described the delivery aspects of video use over ATM networks using H.323.  Various aspects of variable bit-rate, constant bit rate, and “available bit rate” video control were discussed, including in particular the potential for providing a rate-control buffer within the network.  Statistical multiplexing can be used in such environments to allow the bit rate of video streams to have high peak bit rates while carrying more streams than could be supported at the peak bit rate of each stream.  The hypothetical reference decoder design of H.263 Annex B was thought to provide a relatively good ability to adapt H.263 video codec performance to these varying bit-rate conditions (given a sufficiently good use of the design).  The amount of overhead required by the 53-byte cell size of ATM networks was also mentioned as a factor affecting the characteristics of video use over such systems.  No specific action items appeared necessary to evaluate in regard to this contribution, although the Q15 group appreciated the information about these important networks and encourages further study of the issues involved.

4.7	Test Model Development Results [Q15-F-46]

Since a number of changes were authorized in regard to the test model document (currently TMN10 = Q15-D-65), the group has decided to produce a new version of the test model (see above sections 4.3.2, 4.4.2, 4.4.3, and 4.5.1, and input documents Q15-F-38 and Q15-F-41, and the output document Q15-F-46).  We also ask for the editor to review the last few meeting reports to ensure that decisions made on the test model are accurately reflected in the document.



The current editor of the test model, Mr. Tom Gardos of Intel Corp, has informed us that he has a limited ability to continue in this editorial capacity, and would prefer the designation of another editor.  The group has therefore jointly appointed Dr. Stephan Wenger of TELES and Dr. Faouzi Kossentini and Mr. Michael Gallant of UBC as the editors of the next version of the test model.  We wish to thank Mr. Gardos for his prior contributions to our work as the editor of our test model for its past several editions.

5.0	SIGN LANGUAGE AND LIP READING APPLICATIONS

5.1	Sign Language and Lip Reading Application Profile [Q15-F-12]

An updated draft was provided on the use of video coding in sign language and lip reading applications [Q15-F-12].  The group was glad to see the further refinement of this application profile, and would generally like to have its content adopted in some form by the ITU-T.  However the group identified two issues that need to be resolved before such action could be taken:

The document makes a reference to a particular video sequence data set which is available on the PictureTel informal ftp site (ftp://standard.pictel.com/video-site/sequences/irene).  However, if this data set is to be referenced in a formally-approved document such as an appendix to a Recommendation, then it should probably be made available in a more official manner from the ITU-T itself.  The current informal outside archiving of the data set may be inappropriate for a data set referenced in a published Appendix to a Recommendation.  The ITU-T TSB will be consulted regarding the potential difficulty of having the ITU itself make this electronic data set available.  The issue of the existence of a copyright on this data set also needs to be addressed in the ITU archiving and publishing process evaluation.

Some members of our group thought that it would be best if the document is adopted in a form other than as an appendix to H.263, since its content is relevant when using essentially any particular video codec design (e.g., H.261, H.262 or H.26L).

6.0	WORKPLAN FOR H.263++

6.1	Status of Work [Q15-F-09]

As reported in the ad hoc report on H.263++ enhancement efforts, seven of the eight prior Key Technical Areas (KTAs) of H.263++ development were addressed in contributions to this meeting [Q15-F-09].  Two of these KTAs in particular have generated an ongoing high degree of interest with relatively stable designs (data partitioning and enhanced reference picture selection).  However, the group has still not adopted any draft for the adoption of any features into H.263 version 3, and this status has remained unchanged at this meeting.  Members were appointed to create proposals for draft text for potential adoption in these two KTAs for consideration at the next meeting (see above Sections 3.5 and 3.6).

6.2	Schedule and KTAs

Given the lack of a current draft, the workplan has been modified (although without any change in the target dates for Determination and Decision).  The actual timing of the project will need to be evaluated as appropriate as the work progresses, and we may find that different features proceed at different paces or that the schedule becomes modified (in either direction) as events make appropriate.  The current list of Key Technical Areas for the H.263++ project was also reviewed and somewhat altered.  The current workplan is shown below in Table 3 and the new KTA list is provided in Table 4.



TABLE 3

H.263++ Workplan

Meeting�Approx Date�Type�Milestone��SG16-1�17 March ‘97�Study Group���Q15-A�24 Jun ‘97�Experts���Q15-B�8 Sep ‘97�Experts�Adoption of Workplan��Q15-C�2 Dec ‘97�Experts�Start of Significant Effort��SG16-2�26 Jan ‘98�Study Group���Q15-D�21 Apr ‘98�Experts���Q15-E�21 Jul ‘98�Experts���SG16-3�14 Sep ‘98�Study Group���Q15-F�3 Nov ‘98�Experts���Q15-G�23 Feb ‘99�Experts�First Formal Draft Adoptions��SG16-4�May ‘99�Study Group���Q15-H�Jul ‘99�Experts�Last Formal Draft Adoptions��Q15-I�Nov ‘99�Experts�Final Draft for Determination��SG16-5�Feb ‘00�Study Group�Determination��Q15-J�Apr ‘00�Experts�Bug-checking��Q15-K�Jul ‘00�Experts�Final Draft for Decision��SG16-6�Nov ‘00�Study Group�Decision��

TABLE 4

H.263++ Key Technical Areas

Key Technical Area�Example Relevant Document(s)��Error Resilient Data Partitioning�Q15-F-29��Enhanced Reference Picture Selection�Q15-F-32, Q15-F-33, Q15-F-39��Affine Motion Compensation�Q15-F-33��Adaptive Quantization�Q15-E-21, Q15-E-29, Q15-F-21��IDCT Mismatch Reduction�Q15-F-11��Deblocking and Deringing Filters�(normative or informative)�Q15-F-13, Q15-F-20, Q15-F-23, Section 10 of TMN10 Q15-D-65��Error Concealment�(normative or informative)�Q15-F-29, Q15-F-38, Q15-F-45, Q15-F-46��

Note that the last KTA includes consideration of specifying how a decoder would detect and react to errors and packet losses, so that an encoder may optimize its encoding with an assumption of how the decoder would react (e.g. see Section 4.3.2 above on error resilient rate distortion optimization).



7.0	WORKPLAN FOR H.26L

7.1	Status of Work [Q15-F-10, Q15-F-43]

The H.26L project reached an important milestone at this meeting.  This meeting included the first formal evaluations of responses to the Call for Proposals issued at the Jan/Feb 1998 meeting of SG16, and we are pleased to report that several proposals were presented that provided the information essentially as requested.  Several other technology proposals also appeared to have relevance to the H.26L project.



The following four proposals were evaluated at this meeting responses to the call.

   - Q15-F-11 from Telenor

   - Q15-F-18 and Q15-F-19 from Univ. of Strathclyde

   - Q15-F-24 from Nokia

   - Q15-F-33 from U. Erlangen-Nurem. and 8x8

The Q.15/16 Rapporteurs group expressed its gratitude to all the proponents for their submission of H.26L proposals, and all the members of the group were encouraged to further contribute toward progress on the H.26L project.



Technical contents of these proposals were presented and discussed followed by the D1 video demonstration of test results for the evaluation by members. The technical features of these four proposals were briefly summarized in the document Q15-F-43, which was an output document from this meeting.



It was mentioned that the proposal in the document Q15-F-22, which was evaluated in joint technical evaluation category, was intended for H.26L proposal, although the proposal addressed a residual texture coding part only. It was agreed that the content of Q15-F-22 would be treated as a candidate for H.26L by including it in the list of action items for the progress of H.26L work.



An output document report on the Q15 work for the H.26L project was produced at the meeting [Q15-F-43].  It contents are included in the next section and in Sections 3.1.1 through 3.1.4 above.

7.2	Schedule, KTAs, and Functionality Development Areas

As the results of the evaluation of technical proposal for H.26L, the group concluded that a significant progress was made, in particular, in the coding efficiency area.  Therefore, we decided to move forward in expectation of achieving the goals of H.26L with further improvement by collaborative effort, although no particular proposal fully meets all the requirements for H.26L at this time.



According to the discussion on the similarities in technical natures of H.26L proposals realized during the evaluation of proposals, Key Technical Areas of interest by H.26L proposals were identified as follows:

Six Key Technical Areas of interest for the H.26L project have been identified as described below:



Inter frame prediction coding

(1) Variable-size block-based segmentation

  - Quad-tree like decomposition of frame

  - Small block size to 8x8, 4x4

(2) Long-term memory

  - increase candidates of reference materials for prediction

  - combination with other prediction scheme (e.g., affine warping)

(3) Affine motion model

  - adoption of six parameter affine motion model

  - coding method and syntax of affine motion parameters

  - searching of affine motion parameters



Inter frame residual coding (also applicable to Intra texture coding)

(4) 16-sampled waveform coding (4x4)

  - coding with smaller block size than 8x8 DCT

(5) VQ, EZW with DCT, multiple waveform coding

  - adoption of (variable-dimension) VQ scheme

  - embedded EZW structured coding

  - selection from multiple coding modes



Intra frame coding

(6) Directional (pixel-prediction) Intra coding

  - Improvement of prediction in Intra coding

  - Consideration of activity direction of picture

Note: Coordination with JPEG-2000 to obtain an information of the state of the art of Intra coding technology would be helpful.



Functionality development areas to be covered by H.26L were also discussed.  The H.26L proposals received at this meeting mainly focused on performance improvement with higher coding efficiency, which is considered to have a first priority in technology development. However, all functionalities listed in the H.26L requirement document should be finally supported by H.26L standard. We agreed upon the following list, which shows the functionality area to be worked on in the H.26L development process.



(a) Simplification “back to basics” approach

  - adoption of a generally simple, straightforward design using well-known building-blocks

  - for example, use of one VLC for all parameters to be coded

(b) Low delay (e.g., no B pictures)

  - use of more reference pictures for prediction (e.g., long-term memory)

  - constant bitrate coding of each frame to reduce buffering delay

  - to be extendable to different delay environments

(c) Error resilience

  - packet loss resilience

  - mobile channel corruption resilience

(d) Complexity scalability in encoder and decoder

  - asymmetry of encoder and decoder processing complexity

  - scalability between amount of encoder processing and achievable quality

(e) Full specification of decoding (no mismatch)

  - resolve mismatch problem (e.g., integer transform, VQ,…)

(f) High quality application

  - performance improvement in higher bitrate

  - applicability to entertainment-quality applications

(g) Network friendliness

  - ease of packetization

  - information priority control



The discussion of H.26L workplan addressed two major items; how to connect goals with progress, and how to get from here to a draft.



An important aspect for progressing the H.26L development into a collaboration phase as a next step is to make an initial consensus of the group. The members were, therefore, encouraged to come to an integrated proposal by investigating KTAs of H.26L described above at the next meeting, when the first algorithm draft (which should not necessarily be a complete draft of the standard but which should describe a basic coding algorithm design) is expected to be defined. The proponents were also requested to provide a detailed description of their proposed algorithm for cross validation by other members and for the definition of the algorithm draft.



It was emphasized that network friendliness, for example a coded information structure suitable for packet transmission, of the video codec is a very important features supported by H.26L. We agreed upon this opinion, but we may work on a definition of basic coding algorithm first, and then move to consider next such aspects as a definition of the top level syntax suitable for transmitting through packet based network.



It was also mentioned that “simplification” would be a key word of technology development for H.26L.



The test condition and results of H.26L proposals to be provided at the next meeting was discussed. Recognizing a need of more work for error resilience capability in H.26L, the error resilience test results of H.26L proposals were requested, according to the error resilience test method described in the documents Q15-F-45 and Q15-F-46 generated in this meeting. Additionally, information of transfer method of coded information and its implication for the proposed codec over mobile, IP real-time, and IP store-forward environments should also be provided.



For maximizing an effectiveness of our collaborative effort for H.26L development, we agreed that the Test Model for Long term (TML) and relevant core experiments should be defined in later stage. There was an opinion stressing that we should be careful with how to define the draft H.26L standard. We discussed a process of defining the draft and agreed that cross validation of coding elements was indispensable and only validated tools could be incorporated into the Test Model and the draft of H.26L standard. 



We also recognized that the reaction from outside of this group should be taken into consideration for progress of our work. We, therefore, decided to try to obtain expectation to this group from customers of video coding standard, although that is thought to be a moving target and may be difficult to estimate. As a first attempt, in the liaison letter Q15-F-48 to Q.11-14 generated at this meeting, the statement for seeking their guidance to this group was included. Contributions are solicited regarding this matter.



Regarding the time schedule of H.26L project, we agreed that the current time schedule was kept unchanged in this meeting.  The current H.26L workplan schedule is provided below in Table 5.  However, the actual schedule will depend on the progress of work and can be modified in either direction as events develop.



TABLE 5

H.26L Workplan

Meeting�Approx Date�Type�Milestone��SG16-1�17 March ‘97�Study Group���Q15-A�24 Jun ‘97�Experts���Q15-B�8 Sep ‘97�Experts���Q15-C�2 Dec ‘97�Experts�Modified Workplan Adopted��SG16-2�26 Jan ‘98�SG16�Issue Call for Proposals��Q15-D�21 Apr ‘98�Experts���Q15-E�21 Jul ‘98�Experts���SG16-3�14 Sep ‘98�Study Group���Q15-F�Nov ‘98�Experts�First Formal Evaluations��Q15-G�Feb ‘99�Experts�First Draft Text and Test Model��SG16-4�Apr ‘99�Study Group���Q15-H�Jul ‘99�Experts���Q15-I�Nov ‘99�Experts�Final Major Feature Adoptions��SG16-5�Feb ‘00�Study Group���Q15-J�Apr ‘00�Experts���Q15-K�Jul ‘00�Experts���SG16-6�Nov ‘00�Study Group���Q15-L�Apr ‘01�Experts���Q15-M�Jul ‘01�Experts���SG16-7�Aug ‘01�Study Group�Determination��Q15-N�Oct ‘01�Experts�Bug-Checking��Q15-O�Jan ‘02�Experts�White Document Generation��SG16-8�May ‘02�Study Group�Decision��

8.0	CLOSING SESSION

8.1	Presentation and Review of Results of Meeting Sessions [Q15-F-43, Q15-F-45, Q15-F-46, Q15-F-48, Q15-F-49]

The results of the meeting were reviewed in a closing session, including the results embodied in the output documents of the meeting, which include Q15-F-43, Q15-F-45, Q15-F-46, Q15-F-48, and the meeting report itself Q15-F-49.

8.2	Liaison statements and collaborative letters to be written

The group decided to send a letter from this meeting to Q.11 through Q.14.  The letter was drafted and approved [Q15-F-48], and is attached to the report as Annex E.

8.3	Plans for future work, and ad-hoc committee designations

The future workplans for the H.263++ and H.26L projects and for deployment of our prior video codec standards were briefly reviewed.  The following ad hoc committees were established to progress the work between now and the next meeting, as detailed in Annex D:

H.263+ in H.320 [activity now to be primarily in Q.11]    	(Smita Gupta)

Error Resilient Simulation Conditions and Evaluations   	(Stephan Wenger)

Test Model and Software Development			(Keiichi Hibi)

H.263++ Development					(Gary Sullivan)

H.26L Development   					(Keiichi Hibi)

8.4	Future meeting plans

The future meeting plans as described above in Section 1.5 were discussed and approved.

8.5	Closing of the meeting

There being no other business necessary for Q.15 consideration, the group thanked the meeting host representative from Samsung Electronics for their excellent support, and the meeting was closed at 12:00 noon on Friday November 6.





�Annex A�List of Attendees [Q15-F-02 rev 1]

ITU-T Q.15/16 Video Coding Experts Group	Q15-F-02 rev 1 (filename q15f02r1.doc)

6th meeting, Seoul, Korea, November 3-6, 1998	last date revised:  November 6, 1998

LIST OF THE 42 ATTENDING EXPERTS FOR THE SEOUL MEETING FOR ITU-T WORK�ON ADVANCED VIDEO CODING Q.15/16



NAME�ORGANIZATION�COUNTRY�TELEPHONE�FACSIMILE�E-MAIL�ATTENDANCE��Mr. Ari Hourunranta�Nokia Research Center�Finland�+358 3 272 5310�+358 3 272 5241�ari.hourunranta@research.nokia.com�ef��Dr. Marta Karczewicz�Nokia Research Center�Finland�+358 3 272 5387�+358 3 272 5322�marta.karczewicz@research.nokia.com�acdf��Mr. Jani Lainema�Nokia Research Center�Finland�+358 3 272 5382�+358 3 272 5322�jani.lainema@research.nokia.com�df��Dr. Stephan Wenger�TELES AG / TU Berlin�Germany�+49 172 3000 813�+40 30 314 25156�stewe@cs.tu-berlin.de�a*bcdef��Mr. Thomas Wiegand�University of Erlangen-Nuremberg�Germany�+49 9131 852 117�+49 9131 858849�wiegand@nt.e-technik.uni-erlangen.de�cdef��Mr.  Wolfgang Niem�Fujitsu�Japan�+81 44 754 2679�+81 44 754 2347�wolfgang@flab.fujitsu.co.jp�f��Mr. Keiichi Hibi�Sharp�Japan�+81 43 299 8537�+81 43 299 8509�hibi@trl,mkhar.sharp.co.jp�abcdf��Dr. Dae-Gwon Jeong�Hankuk Aviation University�Korea�+82 2 300 0137�+82 2 3159 9257�dgjeong@mail.hangkong.ac.kr�f��Mr. Seung-Kyu Lee�KAIST�Korea�+82 42 869 5418�+82 42 869 8018�lsk@vispop.kaist.ac.kr�f��Dr. Yung-Lyul Lee�KAIST�Korea�+82 2 958 3368�+82 2 960 2103�yllee@athena.kaist.ac.kr�f��Mr. Kyuchan Roh�KAIST�Korea�+82 42 869 5418�+82 42 869 8018�kcroh@viscom.kaist.ac.kr�f��Dr. Yo-Sung Ho�KJIST�Korea�+82 62 970 2211�+82 62 970 2204�hoyo@kjist.ac.kr�f��Mr. Daehee Kim�KJIST�Korea�+82 62 970 2258�+82 62 970 2204�dhkim@gogh.kjist.ac.kr�f��Dr. Doug Young Suh�Kyunghee University�Korea�+82 331 201 2586�+82 331 203 1494�suh@nms.kyunghee.ac.kr�e*f��Mr. Tae-Eun Choe�LG Electronics�Korea�+82 2 571 8780�+82 2 571 8781�techoe@wm.lge.co.kr�f��Dr. Min-Cheol Hong�LG Electronics�Korea�+82 2 526 7331�+82 2 571 8781�mhong@lge.co.kr�f��Mr. Soo-Young Huh�LG Electronics�Korea�+82 2 526 7335�+82 2 571 8781�syhuh@wm.lge.co.kr�f��Mr. Yeong-An Jeong�LG Electronics�Korea�+82 2 526 7331�+82 2 571 8781�jya@mail.lgcit.com�f��Mr. Jae-Ho Kim�Pusan National University�Korea�+82 51 510 1699�+82 51 515 5190�jhkim@hyowon.pusan.ac.kr�f��Mr. Jae-Woo Jung�Samsung Electronics�Korea�+82 331 200 3746�+82 331 200 3717�sapphire@mmrnd.sec.samsung.co.kr�f��Mr. Sang-Ug Kang�Samsung Electronics�Korea�+82 331 200 3746�+82 331 200 3717�sukang@mmrnd.sec.samsung.co.kr�bdf��Mr. Dong-Seek Park�Samsung Electronics�Korea�+82 331 200 3754�+82 331 200 3717�dspark@mmrnd.sec.samsung.kr�abcdef��Mr. Jeong-Hoon Park�Samsung Electronics�Korea�+1 310 825 5178�+1 310 825 7928�jhpark@icsl.ucla.edu�abcf��Mr. Jeong-Wook Suh�Samsung Electronics�Korea�+82 331 200 3741�+82 331 200 3717�bezalel@mmrnd.sec.samsung.co.kr�f��Dr. Kook-Yeol Yoo�Samsung Electronics�Korea�+82 331 200 3746�+82 331 200 3717�kyoo@mmrnd.sec.samsung.co.kr�ef��Mr. Tom-Ivar Johansen�Tandberg Telecom AS�Norway�+47 67 125 125�+47 67 125 234�tij@tandberg.no�bcdf��Mr. Gisle Bjontegaard�Telenor Satellite Services AS�Norway�+47 23 138 381�+47 22 777 980�gisle.bjontegaard@oslo.satellite.telenor.no�abcdef��Ms. Marie Dahlqvist�Telia Research AB�Sweden�+46 8 713 8278�+46 8 713 8310�marie.a.dahlqvist@telia.se�cdef��Dr. Fang-Chu Chen�CCL/ITRI�Taiwan�+886 3 5914 782�+886 3 5829731�fcchen@m2sun3.ccl.itri.org.tw�f��Dr. John Mason�ImageCom Ltd.�UK�+44 1 628 688 703�+44 1628 639 131�j_mason@imagecom.co.uk�abcde*f*��Mr. Richard Crane�Orange PCS�UK���richard.crane@orange.co.uk�f*��Dr. Richard Fryer�University of Strathclyde�UK�+44 141 548 3387�+44 141 552 5330�rjf@cs.strath.ac.uk�acdf*��Dr. Barry Andrews�8(8, Inc�USA�+1 408 654 0905�+1 408 980 0432�andrews@8x8.com�a*bcdef��Dr. Gary Sullivan�PictureTel�USA�+1 978 623 4324�+1 978 749 2804�garys@pictel.com�abcdef��Dr. Dong-Sik Kim�Purdue University�USA�+ 1 765 494 0636�+1 765 494 3358�dskim@ecn.purdue.edu�f��Dr. Ness Shroff�Purdue University�USA�+ 1 765 494 3471�+1 765 494 3358�shroff@ecn.purdue.edu�f��Dr. Gary Greenbaum�Real Networks�USA�+ 1 206 674 2389�+1 206 674 3580�garyg@real.com�a*b*f*��Mr. Chien-Min Huang�Sorenson Vision, Inc�USA�+1 435 792 1116�+1 435 792 1101�chien-min@s-vision.com�ae*f��Mr. Matthew Fong�University of California,�Los Angeles�USA�+1 310 825 5178�+1 310 825 7928�mattfong@icsl.ucla.edu�ef��Mr. Maximilian Luttrell�University of California,�Los Angeles�USA�+1 310 794 5144�+1 310 825 7928�luttrell@icsl.ucla.edu�bcef��Dr. John Villasenor�University of California,�Los Angeles�USA�+1 310 825 0228�+1 310 825 7928�villa@icsl.ucla.edu�abf��Mr. Jongwon Kim�Univ. of Southern California�USA�+ 1 213 740 0157 �+1 213 740 4651�jongwon@sipi.usc.edu�f*��



File:� FILENAME  \* MERGEFORMAT �q15f49d2.doc�	Page: � PAGE �24�	Date Printed: � DATE  \* MERGEFORMAT �11/17/98�








