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Abstract

Quality of video service can be classified as broadcasting quality and non broadcasting quality. Since ATM provides broad bandwidth with high quality of service, most work for video services over ATM has been focussed not on non broadcasting service but on broadcasting service, for which application-aware network is required. It may cost more to use an application-aware network service than to use a network-aware application. Currently, one of the most promising network solution is IP over ATM backbone. This contribution proposes protocols and procedures for interworking between IP networks and an ATM network in order to provide QOS based video service for H.323 terminals. It does not intend any modification of ITU-T standards and the previous ATM Forum specifications. Instead, it assumes to install an intelligent gateway and C/D as described in [6,8] between two different networks. The gateway is expected to extract pieces of information useful for setting-up VCs and to serve a multimedia session. It is investigated to transport video stream generated by H.263v2 codec. It includes setting-up CBR or VBR VC, VC(s) set-up for scalable encoding, and cell/packet generation.  

1. Introduction

Video service can be classified into several categories according to requirements of service quality. Broadcasting service is more concerned about semantic criteria(image quality) than time criteria(delay and jitter), while some applications such as teleconferencing and video phone are more concerned about time criteria. ATM network is expected to be the first public network which can provide enough resources to satisfy both semantic and time criteria at the same time.  

[11] specifies how to transport CBR encoded MPEG-2 video over ATM network. This specification is for VOD service where delay requirement is not strict. CBR encoded video means that number of bits of a GOP is kept constant so that video quality is degraded for video with high activity. Its bitstream is buffered to make sure to be CBR, which causes more than 200 ms delay.[12] CBR encoded video can be transported over CBR ATM channel.

[13] has been trying to transport VBR encoded MPEG-2 video, in which video quality is kept constant while bitrate becomes time varying. In the early nineties, much research work has showed the effect of  statistical multiplexing of VBR video. But when implementing the idea, people met obstacles. In ATM Forum, TM people and video people had several joint meetings to get rid of the obstacles in vain. Video people wanted another traffic class for video transportation other than CBR, VBR, and ABR specified in TM 4.0. Another problem is that there is no way to predict PCR of purely VBR encoded video. 

Both approaches were implemented as MPEG-2/MPEG-2 TS/AAL5. AAL5 is preferred to the other AAL classes because 188 byte long MPEG-2 TS packet is well suited to AAL5 PDU without any padding. AAL5 does not provide synchronization capability, which can be implemented by MPEG-2 TS.[14]

  The SAA/RMOA work group in ATM Forum has launched a project on the specification of the H.323 multimedia system working in the heterogeneous network of ATM network and IP network. The results will be incorporate to H.323v3, which will be completed by April 1999. This solution is well suited to IP terminals connected through ATM backbone. This approach differs from LANE based multimedia transportation because ATM virtual channels(VCs) are established for audio/video streams during call set-up. ATM VCs guarantee QoS. The related documents[1,6] specify the basic framework and the audio service as lacking in discussion about video service. This contribution intends to fill video parts of the documents. There is no substantial difference between audio and video services. Video service, however, requires some more network functionalities.

  ITU-T H.323 is the standard for packet based multimedia communications systems. It currently gets more popular because of growth of Internet and packet based LAN. Compressed video can be stored or transmitted over communication channel. Communication channels are classified into circuit switching and packet switching. H.324 specifies multimedia terminal over circuit based channels such as PSTN and N-ISDN while H.323 specifies that over packet based channel such as Internet and LAN. The RTP and UDP of Internet standards are used in H.225 and H.245 which provide call control and call set-up capability of H.323, respectively. Packet based channels are efficient in utilization of bandwidth, but often they can not guarantee QOS.  

2. Compressed RTP/UDP/IP over ATM in H.323v3

2.1 Related ITU-T Specifications 

  H.323v3 will include an option of H.323 allowing H.323 IP terminals to establish QOS-guaranteed connection over ATM network. The basic protocol architecture of the system is shown in Figure 1. It uses several ITU-T standards specified for delivery of multimedia over packet based network, that is, IP. The H.225.0 and H.245 messages and the RTCP packets are delivered by TCP/IP or UDP/IP. The audio and video streams are packetized as IP PDU and delivered by AAL5/ATM. Since packet size and packet generation rate is time varying, AAL5 is better suited than AAL1. Feasibility of the other alternatives has not been well evaluated yet[7]. Since cell size of ATM is 53 bytes (5 bytes for header), an IP packet shall be splitted into cells. At this point, headers of RTP, UDP, and IP are compressed in some manner.

  H.225.0 provides call signalling functions to establish a connection between two H.323 endpoints. In systems which contain a Gatekeeper, the call signalling channel has been established between the end point and the Gatekeeper, or between the endpoints themselves as chosen by the Gatekeeper. Messages to be multicasted are delivered by UDP/IP[2]. 

  H.245 specifies the procedures for establishment of logical channels for audio, video, and data which are established based on the outcome of the H.245 capability exchange using H.245 open logical channel procedures[3]. Main functions include

· master/slave determination

· capability Exchange

· Logical Channel Signaling

· Bi-directional Logical Channel Signalling

· Close Logical Channel Signalling

· Mode request

· Round Trip Delay Determination

· Maintenance Loop signalling

[image: image2.wmf]0

10

20

30

40

50

60

70

80

90

single

Q=4

Q=8

Q=16

Q=24

Q=32

Q of base

cells/frame

0

5

10

15

20

25

30

35

dB

total

base

PSNR of

total

PSNR of

upsampled

base



[image: image1.wmf]C/D

C/D

H.323

H.323

H.323

ATM

Signalling

H.225.0

H.245

C/D

C/D

Gatekeeper

Gatekeeper

Non-

ATM  IP

network

Non-

ATM  IP

network

ATM

Backbone network


Figure 1. H.323v3 with Compressed RTP/UDP/IP over ATM

2.2 Traffic Classes of ATM Forum

   Since ATM network is connection oriented, call set-up is required. During call set-up, terminal and ATM switch make an appointment on how much communication resources are allocated to the call. 5 traffic classes are defined in [7], CBR, VBR.1, VBR.2, VBR.3, and ABR. During a call, ATM switch polices it the terminal keeps the appointment by using a leaky bucket test. Two parameters such as bucket depth [sec] and drain rate [cells/sec] have to be defined for a leaky bucket test. 

   A CBR call is policed by using a leaky bucket test (PCR, CDVT), where PCR is drain rate and CDVT is bucket depth. The bandwidth PCR is monopolized by to a CBR traffic and no other service can use the bandwidth. Normally, CDVT is almost zero.

   A VBR call is policed by using both (PCR,CDVT) and (SCR,BT). SCR is sustainable cell rate and normally, is larger than mean cell rate and smaller than PCR. The call monopolizes the bandwidth allocated as SCR. But, the bandwidth, PCR-SCR can be used by other non-realtime service.

   VBR.2 and VBR.3 use CLP field in ATM header. CLP is cell loss priority and is useful to set priority of cell. For scalable encoding, cells for base layer stream may be more highly prioritized than those for enhancement layer stream.

   ABR is a very passive traffic class. Network congestion is monitored by an ABR call and cell transmission rate is determined periodically. 

3. Transportation of H.263v2 bitstream

3.1  Characteristics of bitstream generated by H.263v2 encoder

  H.263v2[5] encodes video at constant bit rate(CBR) or variable bit rate(VBR). VBR encoding has been discussed for a long time since the end of eighties when ATM had been selected as transfer mode of B-ISDN. Transportation of VBR video over ATM exploits statistical multiplexing and quality of image is kept constant regardless of how complex scenes it contains. But since it is not possible to set appropriate PCR value before encoding a video sequence, the use of VBR encoding is postponed in ATM Forum.

  H.263v2 has frame based rate control option. As keeping buffer fullness as large as about one tenth of the average number of bits for a frame, H.263v2 bitstream can be shaped to result in fixed number of bits for each frame. Because of scene change, if number of bits for a frame is more than twice as much as average, the next frame[s] is not encoded and video is frozen for the duration in the decoder. This frame skipping tool makes sure that normal jitter of a frame is always less than one frame duration.

· Traffic 1 : VBR with immediate transmission traffic with HRD  

· number of bits per a picture< BppMaxKb

number of egress bits per a picture interval < BppMaxKb

the maximum buffering <B+BppMaxKb*1024

Traffic 2 : Rate controlled traffic with encoder buffer

· number of bits per a picture< BppMaxKb

· number of egress bits per a picture interval < Rmax*MPI

Scalability option is used to generate more than one bitstream from a video. Base layer is self-contained so that a video sequence can be decoded even though the quality is low. Enhancement layer[s] can be decoded after base layer decoding. This results in images of good quality. 

 If framerate is low e.g. 10Hz and images are encoded and decoded frame by frame, packetization delay will degrade temporal quality of service. Slice structured mode option makes the bit stream more amenable to use with an underlying packet transport. A frame of image is composed of 10s of horizontal slices. Encoder provides segments of bitstream slice by slice or at every period of a group of slices so that packetization delay is reduced.

  Some options such as RPS(Reference Picture Selection) require backward channel. Even though amount of information is very small compared to audio or video bitstream, it contains very important and sometimes time-limited information.

3.2  Selection of VC and Packetization

Selection of traffic class is dependent on characteristics of traffic. Traffic classes differ in parameters used for call setup and call control. Figure 2 shows average number of bits per a 30Hz frame encoded by H.263v2 with acceptable quality. The most left black column corresponds to that of single layer encoding. It is encoded at average bitrate of about 400kbps, which is 38cells in ATM AAL5 mode. Average bits for a frame is about 1800bytes(=38cells(48bytes/cell) which is larger than desirable payload size of IP PDU. Bits of a frame may be transported in more than one RTP packet. Slice structured mode encoding is useful for this reason.

Among H.245 OpenLogicalChannel/H263VideoCapability parameters, the following ones are useful to determine traffic descriptors of SVC.

MaxBitRate : maximum bitrate [100bit/s] that a transmitter can transmit. 

BppMaxKb : maximum number bits of a frame [1024bits]

MPI : minimum picture interval [1/29.97sec]

[hrd-B]: the HRD parameter B [128bits]

[errorCompensation]: needs for back channel [boolean]

  CBR for Traffic 1: PCR=BppMaxKb*1024/MPI, no encoder buffering delay 

CBR for Traffic 2: PCR=Rmax=MaxBitRate*100, encoder buffering delay for not skipped frame<MPI

VBR.1 for Traffic 1: PCR=BppMaxKb*1024/MPI, SCR*BT>hrd-B+ BppMaxKb*1024

  VBR.2 and VBR.3 : These two classes are useful when cells in one VC are different in priorities. Bitstream of base layer for scalability encoding is more important than that of enhancement layer. White columns in Figure 2 are number of cells of base layer(CLP=0)cells. Current H.245 messages does not provide enough to set up VCs for scalable encoding. The next version of H.245[4] will satisfy this requirements well.

ABR : Backward signaling channel informs encoder of available network resources. In order to exploit information provided by RM cells, C/D must be able to modify RTCP packets. But, H.323 currently specifies that RTCP packets are transported through LANE, that is, bypass C/D. Feasibility of ABR for video transportation is discussed in ATM Forum Contribution 98-677. This contribution does not evaluate this class. 
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Figure 2.  Average number of ATM cells for a frame(352(288) encoded by H.263v2 encoder. Black and white columns correspond to those of total(base+enhancement layers) and base layer only, respectively. It compares total bitrates at different quantization indices of base layer. PSNR of upsampled base shows how good image could be when all information for enhancement layer is lost.

4.  Additional C/D functions for Video services

  Baseline documents describes functions of C/D, which include compression and decompression of IP and RTP headers, establishment of SVCs, and cell/packet generation for audio channel. This contribution provides additional functionalities for video service.

4.1 Multiplexing audio and video before packetization?

Multiplexing audio and video before packetization may mitigate packtization delay and will reduce number of channels(both RTP and SVC). This multiplexing is common in circuit switching. But, in packet switching it reduces flexibility of the system. For example, because there are too many alternatives for inter-packet generation time for video, it is not easy to define temporal relationship between audio and video. Framerate may be 10Hz, 25Hz, 30Hz, and so on. More than one packet can be generated for each frame. If encoder operates in the slice structured mode, sender may generate packets more frequently than audio. In this case, it may be worth considering to multiplex audio data into video packet. 

In addition to difference in characteristics of traffic, since priority of audio must be higher than video, it is desirable to transport two streams through two separate channels. 

4.2 Compression and decompression of IP and RTP headers

Since the length of payload in RTP PDU of video stream is much larger than header size, this is not a critical issue as it was in audio service. 

4.3  Logical channel(s) and SVC Setup

A video stream needs a logical channel independent of audio logical channel. But, timestamps in RTP packets of both logical channel must be generated by the same universal clock. A video service may generate two or more bitstreams if video is scalable-encoded. Then, additional logical channel should be established.    

In order to setup SVC, CD shall extract useful information from H.225.0 and H.245 messages. CD must read these messages fully. The extracted information shall be converted to traffic descriptors which are required to set up VC(s).

  A logical channel corresponds to a set of forward and reverse media bitstreams.

  An RTP channel corresponds to a stream, that is, a logical channel is composed of two RTP channels of  opposite direction. 

  A logical channel can be mapped to one bi-directional ATM SVC or two uni-directional ATM SVCs. Bi-directional SVC is preferred. This contribution considers only bi-directional one for simplicity of description.

  For a conversational AV service, two logical channels are established, one for audio and the other for single layer video. Each logical channel is mapped to one bi-directional SVC.

  If video is encoded with scalability, for example, with one base layer and one enhancement layer, two logical channels are established. Two logical channels can be mapped either two independent SVCs or one VBR.2 or VBR.3 class SVC. One VBR.2 or VBR.3 SVC is recommended since it uses cell loss priority. This reduces loss rate of cells of base layer stream 

  If video is encoded to be two streams, (one for base layer, the other for enhancement layer), one more set of openlogicalchannel messages shall be exchanged to establish a logical channel of enhancement layer. Two logical channels of base and enhancement layers may be mapped into one VBR.2(or VBR.3) VC or two CBR(or VBR.1) VCs.

4.4  Cell/packet generation

  Stripping headers and compression procedure are the same as those for audio. RTP session ID is matched to VPI and VCI as in audio service. For scalability with VBR.2 or 3, CLP of cells for base layer is set to be 0 and those of the other cells is set to be 1.   

  A video RTP packet is much larger than an audio RTP packet which is converted to an ATM cell. 

Video RTP packets arrive C/D periodically with the period of duration of a frame or a set of slices. C/D must convert video RTP packet into AAL5 PDU and dissemble into cells. Cells shall be uploaded on ATM network periodically with the period of 1/PCR.

5. H.245 in the future

ITU-T SG16 is now preparing new version of H.245[4]. It includes more information fields for implementing new features of H.263v2 such as the slice structured mode, the independent segment decoding mode, and the reference picture selection. They improve error resilience capability and make easier to set up VCs for scalable encoding and VC for backward signaling. 

6. Conclusion

This contribution proposes functionalities of the gateway and C/D which interwork IP networks and an ATM network in order to provide QOS based video service for H.323 terminals. It intended to add features needed for video service to RMOA baseline document. It shows how to determine traffic parameters for setting-up SVC by using the parameters extracted from H.245 messages. Even though H.323 uses H.261 or H.263 as video codec, we assumed that H.263v2 will be more popular than other alternatives including MPEG-2 in the market of conversational video service. It also noticed that the future H.245 will provide more flexibility to implement interworking unit such as C/D. 
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