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1. Introduction


The objective of proposed rate control scheme for H.263+ is to keep the quality of P-frames in the tolerable range under sudden motion change and time-varying communication channel environments without obvious degradation in the perceptual motion smoothness. Since each P frame is used as a reference frame for the subsequent P frames, quality degradation propagates to later frames when a P frame is degraded severely. In fact, the R-D characteristic of predictive frames is greatly related to the motion in underlying video. The proposed rate control algorithms adjust the encoding frame rate adaptively based on the temporal motion to keep the image quality of each P-frame in a tolerable range. Since it is difficult to support good quality in both spatial and temporal resolution (in terms of motion smoothness) at very low bit rates, an encoding frame rate control is adopted for a tradeoff of spatial/temporal quality based on the motion information in video and the available channel bandwidth. 





It is observed that human eyes are sensitive to the abrupt encoding frame rate (or interval) change. Our scheme aims at the reduction of temporal degradation in terms of motion jerkiness perceived by human beings. At the same time, no encoding time-delay is imposed for real-time processing. By adjusting the frame rate, we can avoid or reduce the sudden frame skipping in existing rate control algorithms, which degrades motion smoothness disastrously. Two problems have to be addressed for the proposed variable frame rate control: when the frame rate should be changed, and how to change the encoding frame rate to preserve motion smoothness.





To provide a possible answer to the above problems in section 2, we will introduce an encoding frame position estimation technique, which tries to maintain a constant motion change by employing a sliding window approach. That is, by keeping a fixed interval (sliding window) record of motion change, we can design a frame rate control algorithm that enables us to avoid an abrupt frame rate change. However, the practical necessity of frame rate control arises mainly from the need of adjusting the output bit stream to match the ever-changing channel bandwidth. To handle this situation, we modified the above algorithm by incorporating the R-D modeling. Thus, the encoding frame interval control of section 3 is based on frame layer rate-distortion models, which is tied with the existing TMN macroblock layer R-D model. Based on the R-D models, we can estimate the spatial/temporal distortion and adjust the encoding frame interval accordingly. Then the simulation results and conclusion will follow in section 4 and section 5.





Motion-based Encoding Frame Rate Control with a Sliding Window





2.1. Motion change detection in a sliding window





We need some measures to detect motion change in video. In fact, any measure that can detect the motion in video can be employed. However, in this work, the histogram of difference (HOD) is first adopted since HOD is very sensitive to local motion in video. We define the distortion measure between two frames �EMBED Equation.3��� and �EMBED Equation.3��� as
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where �EMBED Equation.3��� is the histogram of the difference image, �EMBED Equation.3��� is threshold value for detecting the closeness of the position to zero, and �EMBED Equation.3��� is the total number of pixels. That is, �EMBED Equation.3��� can be interpreted as normalized number of pixels that show difference greater than a threshold. After the HOD values of consecutive frames in a sliding window are calculated, the estimated �EMBED Equation.3��� for the next frame can be calculated by
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where �EMBED Equation.3��� is the HOD value between the two last encoded frames in the sliding window, �EMBED Equation.3��� is a weighting factor and �EMBED Equation.3��� is the slope of approximating line which minimizes the mean square error of HODs in the sliding window. It is interesting to point out that �EMBED Equation.3��� is related to motion change in video. The positive value means that the motion in video becomes faster while the negative value means that the motion in video becomes slower. Also, a larger value of �EMBED Equation.3��� implies a larger motion change. 





2.2. Encoding frame interval change rule  





Based on the motion change information in the sliding window, we can determine the rule for the change of the encoding frame interval.  Let �EMBED Equation.3��� denote the mean of all HOD values of frames in the sliding window. We can adjust the encoding frame rate based on the difference �EMBED Equation.3��� as follows.





If  �EMBED Equation.3���, the encoding frame interval is increased by �EMBED Equation.3���


If  �EMBED Equation.3���, the encoding frame interval is decreased by �EMBED Equation.3���


If  �EMBED Equation.3���, the encoding frame interval remains the same.





In above, the threshold value �EMBED Equation.3��� is chosen based on the averaged HOD over the sliding window, and �EMBED Equation.3��� is the current encoding frame interval, �EMBED Equation.3��� is a function of �EMBED Equation.3���. In addition, we need the following rule to compensate for slow and steady motion change.





Parameter �EMBED Equation.3��� works as threshold value for controlling the tradeoff between temporal and spatial qualities.  When the frame rate is changed, the frame rate is kept constant for a period of time as long as that of the sliding window to avoid the frequent occurrence of frame rate change. Furthermore, the following empirical rule to choose �EMBED Equation.3���is adopted in our experiment:
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where �EMBED Equation.3��� is the smallest integer which is greater than �EMBED Equation.3���. The experimental results using this algorithm can be found in [3]. However, as mentioned earlier, this algorithm lacks the link between the spatial/temporal quality control and output bandwidth control, which lead us to develop a more practical frame rate control algorithm based on rather simple MAD(mean absolute difference) and R-D modeling. 
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Figure 1.  Sliding window approach


Encoding Frame Rate Control based on Frame Layer R-D Models under Time-varying CBR





3.1. Rate and distortion models for frame layer





We have chosen a variation of frame layer R-D modeling approach that constructs both the rate and distortion models with respect to the averaged quantization parameters (QP's) of all macroblocks in each frame. It can be viewed as a hybrid statistical/experimental method. To be more specific, the quadratic rate model and the affine distortion model are employed for the data fitting process while rate control results of the macroblock layer (TMN) are used to determine the coefficients of the frame layer R-D model.  Thus, required computational complexity for the frame layer R-D modeling is negligible. In terms of mathematics, the rate and distortion models can be written, respectively, as:
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�EMBED Equation.3���	











where �EMBED Equation.3��� are model coefficients, �EMBED Equation.3��� is the reconstructed reference frame at the previous time instant, �EMBED Equation.3��� is the uncompressed image at the current time instant, �EMBED Equation.3��� is the average QP of all macroblocks in a frame, �EMBED Equation.3��� are the rate and distortion models of a frame respectively, and �EMBED Equation.3���is the mean of absolute difference between �EMBED Equation.3���.





We implemented an outlier removal process to improve the model accuracy.  That is, if the difference between a data point and the derived model is greater than one standard deviation, the datum is removed.  Based on filtered data, we derive the rate and distortion models again. Thus, as shown in Fig. 1, we can get a reasonable R-D models.
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Fig. 1. Frame layer R-D modeling results for the QCIF Salesman sequence:


(a) the rate model and (b) the distortion model as a function of the average QP of macroblocks, respectively.








3.2. Frame rate interval change rule





Based on the rate and distortion model equations in Section 3.1, we can estimate the distortion of current frame. Since �EMBED Equation.3��� > 0, the estimated distortion �EMBED Equation.3��� can be expressed as:





�EMBED Equation.3����where �EMBED Equation.3��� is the current channel bandwidth and �EMBED Equation.3��� is the current encoding frame interval under the assumption the camera captures frames at a rate of 30 fps.  Note that �EMBED Equation.3��� increases when fast motion change occurs (with an increasing �EMBED Equation.3���) or when the channel bandwidth decreases (with a decreasing �EMBED Equation.3���) suddenly. 





Now, let us consider the rate control scheme.  If the spatial quality is below a tolerable level due to fast motion change or sudden channel bandwidth decrease, we should reduce the temporal quality and improve the spatial quality in order to reduce the flickering artifact. At the same time, it is still desirable to control the temporal quality degradation. On the contrary, if the spatial quality is above a certain level, we should increase the temporal quality. Based on the discussion, the encoding frame rate control algorithm can be stated as follows:
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where �EMBED Equation.3��� and �EMBED Equation.3��� are two threshold values to be selected. Next, �EMBED Equation.3��� is chosen based on the empirical rule described in section 2.2. By adopting this rate control scheme, we can avoid the abrupt change of the encoding frame rate and improve the spatial quality. This algorithm can be applied in real-time processing since the computational complexity is very low and low latency can be guaranteed. 





4.  Experimental Results





For the simulation, we developed our rate control algorithm by modifying the UBC’s implementation of an H.263+ codec (version 3.1). Basically we implemented the encoding frame rate control algorithm under the framework of TMN8 rate control. In addition, to make it more conforming to the H.263++ simulation conditions, we evaluated the performance of our rate control with annex D, F, I, J, and T.  (However, we also provided results using no annex for some selected cases). Also, for the time-varying CBR channel, the channel condition is modeled as follows.  The channel bandwidth is a Gaussian-distributed random variable, and the duration time for a channel  bandwidth to stay constant is another random variable with a uniform distribution. 





In Fig. 2 and Fig. 3, the utilized time-varying CBR channel is depicted along with the frame by frame comparison of PSNR and output rate, which shows the flexibility of the proposed frame rate control. Subjectively, the motion smoothness is not degraded obviously by the proposed encoding frame rate control algorithm.





Finally, in Table (1 and 2) and Table (3 and 4), we provided the average PSNR, standard deviation of PSNR, and number of encoded frames for "Silent Voice" and "Foreman" sequence, respectively. (One is without annex and one is with the annexes D/F/I/J/T.) Also, it should be noted that, at current stage, slightly different threshold values are used to generate the results.








Method�
Average PSNR�
STD of PSNR�
No. of encoded frames�
�
TMN8 (CBR)�
30.9601�
0.4784�
62�
�
TMN8


(time-varying CBR)�
30.8508�
0.4918�
62�
�
Proposed encoding frame rate control�
31.0817�
0.3908�
56�
�



Table 1. Description of the experimental results. Test sequence is QCIF Silent Voice. Average channel bandwidth is 24 kbps and a standard deviation is 6 kbps                                         (with no annex, 200 frames, 2 frameskip). 





Method�
Average PSNR�
STD of PSNR�
No. of encoded frames�
�
TMN8 (CBR)�
30.0892�
0.6929�
140�
�
TMN8


(time-varying CBR)�
29.9778�
0.7361�
140�
�
Proposed encoding frame rate control�
30.5328�
0.7638�
111�
�



Table 2. Description of the experimental results. Test sequence is QCIF Silent Voice. Average channel bandwidth is 24 kbps and a standard deviation is 6 kbps                                       (with D,F,I,J,T annexes, 300 frames, 1 frameskip). 





Method�
Average PSNR�
STD of PSNR�
No. of encoded frames�
�
TMN8 (CBR)�
30.5762�
1.5377�
65�
�
TMN8


(time-varying CBR)�
30.3272�
1.5518�
65�
�
Proposed encoding frame rate control�
31.2369�
0.9250�
54�
�



Table 3. Description of the experimental results. Test sequence is QCIF Foreman. Average channel bandwidth is 48 kbps and a standard deviation is 12 kbps                                     (with no annex, 200 frames, 2 frameskip). 





Method�
Average PSNR�
STD of PSNR�
No. of encoded frames�
�
TMN8 (CBR)�
30.8537�
1.3567�
98�
�
TMN8


(time-varying CBR)�
30.3985�
1.5322�
98�
�
Proposed encoding frame rate control�
31.6022�
1.4132�
78�
�



Table 4. Description of the experimental results. Test sequence is QCIF Foreman. Average channel bandwidth is 48 kbps and a standard deviation is 12 kbps                                      (with D,F,I,J,T annexes, 300 frames, 2 frameskip). 





5. Conclusions





We treat encoding frame rate as a control variable under time-varying communication channel bandwidth. Under the time-varying CBR channel, the proposed algorithm controls the encoding frame interval to minimize the effect of the channel bandwidth change and sudden motion change by pursuing a trade-off between the spatial and temporal qualities. It can be employed for real-time video applications due to its negligible encoding time delay and low computational overhead. 
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Figure 2. Performance comparison for QCIF Silent Voice with annexes D,F,I,J and T:


channel bandwidth, (b) PSNR and (c) output rate.
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Figure 3. Performance comparison for QCIF Foreman with annexes D,F,I,J and T:


(a) channel bandwidth, (b) PSNR and (c) output rate.
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