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Summary

Sign language and lip-reading are two important application areas for video communication. For the successful transmission of the visual language components, certain quality requirements must be met. 

This is an application profile document that gives the background to the requirements, and  guidance on how these requirements can be met. This document does not intend to propose new video coding schemes, but to indicate instead how current and future video coding  schemes can be applied to these areas with good results.

Introduction

Millions of deaf people use a Sign language  as their first language and are eager to use sign language for distant conversations. The conversation speed of sign language is comparable to the speed in voice conversation. 

People with varying degrees of hearing loss can get very good clues to speech perception by viewing the face of the speaker for lip-reading. 

This document describes the importance of different factors when applying low bit rate video coding for acceptable usability in sign language and lip-reading.

 The reported requirements in this document have been created from experience with users, however should not been taken for fixed and absolute values. Many situations can call for both more stringent and more relaxed requirements.
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1
 Scope 

This application profile for sign language and lip-reading, gives the characteristics needed from a video communication system for person to person conversation in sign language and in lip-reading with and without audible speech.

It sets performance requirements that are important to meet to enable the conversation to be successful.

It describes how sign language and lip-reading performance can be evaluated. 

It suggests factors to be handled externally to the video coding protocol in the terminal design and also in the environment where terminals are used for sign language and lip-reading. 

2
 Abbreviations

fps
Frames Per Second (=pictures per second)

CIF
Common Interchange Format (352 x 288 pixels)

QCIF
Quarter CIF (176 x 144 pixels)

SQCIF
Sub QCIF     (112 x 96 pixels)

3
 Definitions

Frame
One complete picture in video reproduction is called a frame. In some systems, the frames are built by two half-images, each containing half of the information in the frames. These half-images are called fields. 

4
 Non normative references

[1] [Hellström, Delevert, Revelius 1997] Quality requirements on Videotelephony for Sign Language. Swedish National Association of the Deaf, 1997.

[2] [ITU-T Sg12, 1997] Quality requirements on conversational use of video communication 

[3] [Frowein 1991] Improved speech reception through videotelephony. IEEE journal on Selected Areas in Communication, May 1991

[4] [Hellström, 1998] Test sequence “Irene” for evaluation of video communication for sign language. ITU-T Q.15/16 test material for H.26L evaluation (Copyright UR, Educational Television, Sweden)
5
Basic needs for reproduction of sign language and lip-reading

5.1
 Basic characteristics

The language carrying components in sign language are movements and positions of the hands, the eyes, the mouth, the face and the body.

In lip-reading, it is movements of the face. Often lip-reading is supported by voice. In other cases it is used together with sign language. There are also profoundly deaf people who do not sign who rely totally on lip-reading conversations. 

In video-coding terms, the scene with one signer or speaker is regarded to contain a medium amount of motion with it occasionally being high.

5.2
 Temporal resolution requirements

Both sign language and lip-reading need good reproduction of movements. Assuming that a system reproduces the movements with evenly distributed pictures, the following has been observed:

· Usability for sign language and lip-reading is reported to be good at 20 frames per second (fps) [1],[3].

· With some constraints, it is possible to use a frame rate from 12 fps and up.[1].

· For lip-reading, a steep increase in usability is found at increasing frame rate up to 15. After 15 fps the increase is less dramatic. [3]

· Some very limited usability is found between 8 and 12 fps with severe degradation in perception or speed.

· Under 8 fps, there is no practical usefulness for either lip-reading or sign language.

Finger-spelling

The sign language requirements for temporal resolution can be found with the example of finger-spelling, Finger-spelling is a technique where each letter of the alphabet  has a unique hand position. Finger-spelling positions vary from country to country. Spelling is done by showing these positions in rapid sequence to form words.  The words that are spelled are usually names and other proper nouns that broader signs of sign language do not cover. Finger-spelling is very rapid and often uses up to 10 letters per second. For reliable reproduction, at least two pictures per letter should be reproduced. In other words, it can be concluded that legible reproduction of finger-spelling requires at least 20 frames per second. 

General signing

Finger-spelling is only one part of sign language.  The greater part of sign language is done with signs for complete concepts, partial sentences, grammar and ordinary nouns. There are many sign languages in the world. Even if they differ, the common concepts are close enough for the reasoning in this document to be valid for them all. Also during such general signing, rapid hand movements occur and short blinks of the eyes carry grammatical information. In many cases the temporal resolution requirements are similar to what is needed for finger-spelling.

Lip-reading

A raw requirement figure for lip-reading can be calculated from the phoneme rate in normal speech. A normal rate is 10 phonemes per second. In order to read the visible ones, at least 20 pictures per second should be reproduced to show them. 

Adaptation

In both the cases of lip-reading and sign language, the speed of language production can be slightly reduced at will.  That explains why 12-15 frames per second is possible to use at times. Experienced lip-readers and sign language users get a lot of help from guessing from past experience and from redundancy. That makes it possible for some users to do short conversations over connections with less quality than the requirements above indicate.

Analysis of the frame rate requirement.

An analysis from the test sequence "Irene" [4], explains the needs further.
Finger-spelling

This is an approximate representation of a finger-spelling sequence in the test sequence "Irene" [4].  The pictures from this sequence is shown in figure 1.
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TABLE 1 - Example of finger-spelling representation in frames at 25 and 12.5 frames per second.

The numbers in the upper row are frame numbers from the beginning of the sequence. The letters indicate when the letters are quite clearly formed by the hand. A dash indicates that no clear letter is formed in transition between letters. The word is “Edsviken”, the name of a place. 

Among these 8 letters, 3 are clearly seen only on one frame and would therefore risk being lost at 12.5 frames per second. That frame rate appears if every second frame was skipped in the coding scheme. One example of a 12,5 fps sampling is also given in the lower row of the table. It shows that only “Esvken” is then left from the original word “Edsviken”. This clearly demonstrates the risk of loss of language content when the frame rate is lower than 20 fps. 

The distribution of letters in the 25 fps sequence is:

1 frame - 
3 letters

2 frames - 
0 letter

3 frames-
3 letters

4 frames-
1 letter

7 frames-
1 letters (ending of phrase)

Mean length inside phrases: 2.3 frames per letter.

Conclusion: In this example, the letters within words vary between 1 and 4 frames in time, with frames representing 40 ms each. The mean length is 2.3 frames visibility per letter. The example is not long enough to make  any real statistical conclusions. However, it can be seen that with this finger-spelling speed, a frame rate of 25 seems sufficient and 12.5 fps would require some guesswork to perceive the finger-spelled words.
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Figure 1:  The frames containing the fingerspelled word “Edsviken” recorded at 25 frames per second.




General signing
Large parts of the film clip, “Irene” [4], is signed with signs without finger-spelling .

A simple analysis has been performed on one phrase. The phrase is presented here. It is transcribed sign by sign with the number of frames each sign occupies in parenthesis 

The sequence is found between frame 406 and 529 in the “Irene” sequence.

"SHE(7) TELLS(7) SELF(11) HOW(4) SHE(2) FELT(11) EXPERIENCED(13) ADOLESCENCE(16)".

No sign in this sequence was shorter than 2 frames and they did not contain more rapid motion than the finger-spelling. Some signs contain larger motions and therefore have other requirements on video coding.

Grammatical markers

There is a grammatical blink contained in frames 394 and 395  that indicate a sentence marker. 

This marker is of a length sufficient for sampling at 12.5 fps.

Granularity of temporal resolution

In most cases a video camera is used for video communication that follows general video standards. This means that they deliver 25 or 30 frames per second. This fact introduces a granularity in the useful frame-rates. Using such cameras, there is not much point in talking about frame-rates between 12.5 and 25 or between 15 and 30 fps. Such intermediate frame-rates means that the source picture intervals will vary between 40 and 80 ms or between 33 and 66 ms respectively which introduces risks for missed motion details. The conclusion is that in order to satisfy the requirement for 20 frames per second with common cameras, the target frame-rate should be 25 or 30 frames per second.

5.3
 Spatial resolution requirements

 For spatial resolution it is reported that for person-to-person sign language calls, the following is found to be needed: [1]

· QCIF resolution is possible to use, but the smallest details, showing eye gaze directions, are lost, This causes stress for the recipient. 

· CIF is good. The increase from QCIF to CIF gives better language perception.

· SQCIF is too coarse for reliable perception, while some signs can occasionally be perceived.

· If different resolutions are used in different parts of the picture, it will be the hands and the face that will need the highest resolution. In such schemes, care must be taken to not introduce distortion in other parts of the picture that distracts the user.

A simple theoretical verification can be done. In the head to stomach view usually used in person to person sign conversation, a finger is approximately 1/50 of the picture width. In order to resolve finger-s reliably in a picture, a finger should be represented by at least 3 pixels. That puts the minimum spatial resolution requirement to QCIF, that contains 176 pixels in width. Eye gaze direction is also important in visual language and requires higher resolution. Therefore CIF is better, and preferred. 

For lip-reading, the view in person-to-person calls can be reduced to slightly more than the head. In that case, QCIF is reported to have sufficient resolution for lip-reading.[3]. When using QCIF resolution, the terminal user must make sure that the display is viewed at a suitable distance so that the relatively low resolution does not cause extra disturbed perception. 

5.4
 Fidelity

In video communication, blur  often occurs during motion. 

The models for describing blur are not well developed. There are great variations in type of blur and  it’s effect on perception. Therefore, this discussion is restricted to a brief comparison of acceptable blur on different occasions.

VHS video is reported to be sufficient for good perception of sign language and lip-reading. In video recordings, rapidly moving objects are often shown with considerable blur because shutter speeds are normally 1/50 to 1/60 of a second. This indicates that blur is acceptable on rapidly moving objects involved in big movements in signing.

During large movements, some blur may be introduced occasionally. The spatial resolution during such moments should never be lower than corresponding to SQCIF. This conclusion is drawn from the fact that SQCIF is found too coarse for reliable perception.

For good perception, when CIF is the base spatial resolution, the occasionally introduced blur should not go beyond what is perceived at QCIF resolution. 

5.5
 Delay

End to end video delay from the sending camera to the receiving display is critical in the conversation application. Values below 0.4 seconds are preferred with an increase in preference down to 0.1 seconds. [3]

Values over 0.8 seconds are felt  to hinder a good sign conversation. [1].

It seems that the requirements for sign-language and lip-reading are similar to voice conversation requirements. The time from one utterance until the expected reaction is seen or heard is at least twice the delay. Even the limit of 0.4 seconds that is allowed by ITU-T SG 12 [3] seems long, when it is clear that it means delaying a response with 0.8 seconds.

5.6
 Synchronism

For voice supported lip-reading, the synchronism between sound and video is essential. Time differences of up to 100 ms are reported to be acceptable. [3]

For people who can use both voice and lip-reading, the combination can be very effective for perception [2].

5.7
 Conclusion on performance requirements

For the application of sign language and lip-reading transmission in a person-to-person conversation, the following basic performance goals apply:


· Aim at 25-30 frames per second at CIF resolution and max. 0.4 second delay, accepting occasional blur less than corresponding to QCIF during medium motion. 

· Accept, if needed in very low bit rate environments, 12-15 fps QCIF with medium motion and occasional degradation to corresponding to SQCIF during large sign language motion.

· Keep sound synchronism better than 100 ms.

· Aim at end-to-end delay below 0.4 seconds. Accept, if impossibly avoided, up to 0.8 seconds. 
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Figure 2: Resolution requirements for sign language and lip-reading in person-to-person conversation. 

Note: The values must be observed with sign language or lip-reading movements present.

Usability
End-to-end delay
Occasional blur during large motions. 

For CIF  resolution            for QCIF resolution

Good
<0.4 s
 No
-

Usable with some restrictions
0.4 – 0.8 s
Degrade to ( QCIF
No

Limited usability
0.8 – 1.2 s
Degrade to ( SQCIF
degrade to ( SQCIF

No practical usability
>1.2 s
Degrade to < SQCIF
degrade to < SQCIF

Table 2:  Summary of usability degradation caused by delay and blur.


6
 Performance verification

6.1
 Reference material

A sign language video clip can be used for performance evaluation. The video clip "Irene"[4] contains suitable amount of motion in the sign language. It also shows the normal rapidity of motion. It is stored by ITU-T Q.15/16 and may be used for research and product development. 

The clip is taken from a TV-program, and has the following copyright statement 

Copyright, the Swedish Educational Broadcasting Company. All rights are 

reserved. The material may only be used for research and development of 

products usable by deaf people. The material may not be included in 

commercial products without the permission of the Swedish Educational 

Broadcasting Company. All other use of the material is prohibited."

6.2
 Performance evaluations

A codec or a terminal setup is tested by transmitting the evaluation scene through a codec or through a set of video phones with a network connection. The result is recorded and evaluated. 

The frame rate during signing is evaluated. 

The selected static resolution is noted.

Any introduced extra blur during medium motion is measured by comparing the recorded frames with pictures from the same scene with resolution reduced to QCIF and SQCIF. Blur is only evaluated on hands and face. 
The delay is measured.

The synchronism of audio (voice), and video (lip movements), is measured.

From these recordings the performance can be evaluated and compared to the goals described above.

For approximate evaluation of these values, when laboratory equipment is not available, a simple evaluation tool from the National Swedish Association of the Deaf can be used. 

7
 Advice to the terminal implementers.

In order to satisfy the needs of the users, the terminal should implement a few features.  

· It should provide an interface to activate external alerting systems, e.g. flashing lights, pocket vibrator, watch-size vibrator or strong sound generators. 

· The users may  need to revert to text conversation sometimes. It is therefore advisable to implement the text conversation protocol T.140 in the terminal. 

· The preference for over 20 fps and delay below 0.4 seconds call for an algorithm with no frame skips to be used. A high frame rate automatically gives an opportunity to achieve a reasonable delay. 

· Exceptions from all quality requirements can be accepted during 2 seconds after a scene shift. 

· When selecting coding algorithms, it may be advisable to restrict the use of prediction methods in order to keep the delay low.

8
 Advice to the user.

The user should arrange an environment with good lighting conditions and a plain background behind the user.

9
 Broadening the scope

If the equipment is to be used for sign language or lip-reading application in video conferencing, multi-casting, broadcasting or information retrieval, the following facts change the requirements.

· The view is often broader, including both signing people and other objects. This indicates that usability start at CIF spatial resolution.

· There are fewer possibilities for the user to give feedback  in order to control perception by influencing the speaker or signer. Therefore, the higher frame rate from 20 fps is required.

· The delay requirements are less stringent. For broadcasting or information retrieval it is acceptable with several seconds delay. For conferencing, the delay requirements are similar to the ones for conversational use.

· The exact requirements for each application are outside the scope of this application profile. 

�Contact:  Gunnar Hellström, National Post and Telecom Agency, Sweden. Tel +46 751 100 501


 E-mail gunnar.hellstrom@omnitor.se
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