ITU - Telecommunications Standardization Sector

STUDY GROUP 16

Circuit-Switched Network (CSN)

Multimedia Terminals and Systems Experts Group

_________________

Whistler 20-23 July  1998
Document  Q11-G-14

Q15-E-46
Filename:  q11g14.doc


q15e46.doc


Question:
Q.15,11/16

Title:
Current and future Interfaces for H.324M and video H.263/L


Source:
Bernhard Wimmer

Siemens AG

Tel.: +49 89 636 50417

Bernhard.G.Wimmer

@mchp.siemens.de
Hirokazu Tanaka

Toshiba Corporation

Tel.: +81 44 548 5350

hirokazu

@cns.clab.toshiba.co.jp
Thomas Stockhammer

Technical University Munich

Tel.: +49 89 289 2347

Stockhammer@EI.TUM.DE

Purpose:
Discussion

Introduction

The technical work of the mobile group of finished with the determination of the H.324 Annex C, the so called mobile Annex. However, there is still discussion inside the mobile group, whether to provide more video-adapted error protection and multiplexing tools to exploit the bandwidth on the mobile link more efficiently. Several proposals showed algorithms to provide more sophisticated methods especially if there is some knowledge about the sensitivity of several parts inside a video bit stream [1]-[3]. This contribution wants to give an overview what is possible with the current standard H.324 Annex C and what else could be provided in the future by applying advanced error protection methods inside the multiplex layer. Possible future interfaces are discussed for providing a test model for error resilient video. The multiplex group inside Q.11 might initialize a phase 2 to provide the appropriate error protection and also an appropriate test model to be provided for the video group Q.15. 

Existing Solution

Scenario 1: Different QoS channels

System Description

With the current H.223 and its mobile Annexes the application may open different QoS streams. The request of the application might be in terms of delay, residual bit error probability and bandwidth demand. The adaptation layers of H.223 are capable to adapt each application stream each with different QoS request to the mobile link. Automatic Repeat reQuest (ARQ) and Forward Error Correction (FEC) or even combinations of both give a huge flexibility to these adaptation layers. Hence, scaleable video with separated base layer and enhancement layer bitstreams might be transmitted with different QoS classes. This might be of benefit in mobile links, especially if the channel conditions vary: In bad situations (fades) only the base layer bitstream can be decoded. However, if the channel conditions improve, both, base and enhancement layer can be used. Even more granularity might be possible in the layered video. However, as more granularity is introduced the signaling overhead also increases . This should be considered carefully. There must be a trade-off between granularity and signaling overhead.



Proposed Video-Mux Interfaces

The file format and the C-structures (in future after integrating codec and simulator) are similar for both the interface between coder and channel simulator and the interface between channel simulator and decoder.

struct AL3SDU {


uchar *payload;

// <length> bytes of H.263v2 payload


int length;

// of the payload, in bytes


int EI;


// 0 if no Mux error, 1 otherwise

} 

EI is only set by the channel simulator.  It’s undefined by the encoder.  Both the length field and the payload are set by the encoder to identify the AL3 SDU, and might be patched during the channel simulation process.  Data area referenced by *payload is allocated by the producer, and is freed by the consumer.  That is, the encoder allocates data for *payload and the channel simulator frees this data.  After applying errors, the channel simulator allocates data again, which is later freed by the decoder.

The single record of the data file is as follows:

int length

uchar payload[length]

int EI

Semantics are similar to the structure description above.

Possible Future Directions

Scenario 2: High and low priority part

An additional functionality to H.223 Annex C adaptation layer which effectively adapt to severe bandwidth-limited mobile networks is proposed. This concept aims at a joint optimization of AL and video.

System Description

Fig. 2 shows the structure of the proposed system. The high QoS part (part whose error sensitivity is relatively high, and stronger error protection is required) is protected with an additional error correction code. The new error protection layer payload, low QoS part, and CRC are protected with RCPC code. Hence there would be three cases at the receiver:

1. Both priority parts are lost, the receiver gives an EI for both parts to the application. This case could be very unlikely if the design of the error correction is done accordingly.

2. This makes the main difference to the current interface. With a certain probability only the high priority of the packet can be decoded. An EI for the LP part would be given to the user.

3. In this case both parts would be received correctly.




Proposed Video-Mux Interfaces

struct AL4SDU {


uchar *payload_hp;

// <length> bytes of H.263v2 payload high priority


int length_hp;


// of the high priority part payload, in bytes 


int EI_hp;


// 0 if high priority part error free, 1 otherwise

uchar *payload_lp;

// <length> bytes of H.263v2 payload low priority


int length_lp;


// of the low priority  part payload, in bytes


int EI_lp;


// 0 if low priority part error free, 1 otherwise

} 

Scenario 3: Scaleable video packet

To  scenario 2 more granularity could added. In this case video should be divided not only in 2 parts (high priority), but there should be a video packet video packet where the priority of several parts decreases at the end. For different receivers there would be different quality. The multiplex group could take care of the design of an error protection according this scheme. The interface would be quite simple as the multiplexer only gives the correct parts to the packet to the upper layer. The discussed scheme is presented in Fig. 3.

System Description




Proposed Video-Mux Interfaces

struct AL3SDU {


uchar *payload;

// <length> bytes of H.263v2 payload


int length;

// of the payload, in bytes


int no_cpp;

// number of correct priority parts

} 

Conclusion

The presented scenarios give two different possible future interfaces: Hierarchical video coding by producing several bit streams for each layer, or the video packetization with priority classes. Scenario 3 (Scenario 2 is just a subset of 3) would need new work in both groups, however the video group should decide if there is interest and need of an enhanced interface definition in the future. 

In the future a test model scenario is planned to support an enhanced interface between multiplex group and video group [4]. Both parts might optimize their work independently by using this interface.

Reference

[1] ITU-T contribution document Q11-E-08

[2] ITU-T contribution document Q11-F-11

[3] ITU-T contribution document Q11-F-13

[4] ITU-T contribution document Q11-F-06

File:q11g14.doc
Page: 4
07/21/98

_961935779.doc
�Video packet



������������������������











3







2







2







1







Low Pr.







High Pr.







Low Pr.







High Pr.







Low Pr.







High Pr.















Transmission



over



erroneous



channel







Low Priority







High Priority
















_961937780.doc
Video packet with priority M parts
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