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Summary








Long-term memory motion-compensated prediction is applied to a surveillance sequence. The surveillance sequence consists of four sub-sequences, which are temporally interleaved. Each of these sub-sequences is captured from a different camera showing different content. The length of each sub-sequence is 4 seconds while the overall surveillance sequence consists of four cycles of the four interleaved sub-sequences resulting in 64 seconds of video. 





Two schemes are compared: H.263+ and the long-term memory prediction codec. Both codecs utilize Annexes D, F, I, J, and T. The H.263+ coder has to switch to INTRA frame coding each time a new sub-sequence starts. In contrast, for the long-term memory coder, the last reconstructed frame from sub-sequence n can be used for prediction of the first frame when sub-sequence n is coded again. The long-term memory decoder is informed about the use of the reference picture using the syntax specified in the core experiment description of long-term memory motion-compensated prediction (document Q15-D-66). In our example and in surveillance applications in general, the encoder has the camera source information available and thus there is no additional computational overhead.  In our example the encoder requires storage space for three additional frames.





Besides the surveillance application that we demonstrate in this proposal, long-term memory prediction can also be applied to other sequences where the source video is switched between a number of different cameras or sources in a manner known to the encoder (eg. interview sequence where camera switches between two or more speakers).











��


