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Abstract - A new scheme for reversible variable length codes (RVLC) is proposed, which can be used in combination with data partitioning to increase error robustness. Except for a small number of extra bits appended to the end of a partition, the scheme is as efficient as Huffman coding. In addition, the scheme has the capability to correct burst errors. Preliminary simulation results are presented for the encoding of TCOEF symbols in a modified H.263 baseline codec. We propose to include the scheme into a core experiment on data partitioning.


 


1. Data Partitioning


In the normal syntax of H.263, all elements of one MB are written sequentially to the bit-stream before any information of the next MB is written. GOB-headers or Slice-headers are placed in regular intervals to allow resynchronization in case of transmission errors. We refer to a sequence of MBs in between two resynchronization points as a slice. When data partitioning is used, the code words of one slice are written to the bit-stream in a different order such that code words of the same type are clustered together in one partition. The simple partitioning scheme described in the following can be further improved but is sufficient to illustrate the basic concept and possible gains.


Each slice is devided into two partitions. The header-partition  includes all code words except TCOEF symbols which are comprised in the texture-partition .  Within the header-partition the normal order of code words is maintained. Typically, an additional synchronization code word is placed in between two partitions to improve error detection and resynchronization. We use the standard 17 bit code word (0000 0000 0000 0000 1) as the partition seperator (PS) even though shorter code words are possible. Note that for a given MB, the correct decoding of the header is required to correctly place and decode the corresponding TCOEF symbols.


One advantage of data partitioning is that the more important header data is placed close to a resynchronization point. Therefore, this information can be recovered with a higher probability. The texture-partition, on the other hand, contains most of the bits in a slice and therefore has a higher probability of being erroneous. However, the loss of the texture (i.e. the residual error) has generally less impact on picture quality. Therefore, data partitioning on its own already offers improved error robustness compared to H.263 baseline.


�



2. Reversible Variable Length Codes


2.1 Common approach


When variable length codes (VLC) are used to encode symbols within a partition, transmission errors usually cause a loss of synchronization and a series of erroneous symbols. Even when resynchronization is achieved quickly, the appropriate location of decoded symbols within a slice  is no longer known, since the number of missing symbols cannot be determined. In addition, differential encoding makes it impossible to decode correct absolute values. Therefore, all symbols in between the transmission error and the next synchronization word are usually discarded by the decoder.


One solution to this problem is the use of reversible variable length codes (RVLC) which can be decoded from both sides. Especially when errors occure directly after the synchronization word, this approach can significantly reduce the number of symbols that have to be discarded. The common approach to RVLC has been to design a code table that posesses both the prefix and the suffix condition (biprefix code). The encoding of MVD symbols in Annex D of H.263 is one example. Note that biprefix codes are only optimal for special probability distributions. However, biprefix RVLC based on Golomb-Rice or Exp-Golomb codes can be well matched to the typical statistic in video coding such that the overhead for replacing VLCs with RVLCs is typically less than 5%. We propose a new RVLC technique, that can approximate the efficiency of Huffman codes for any given probability distribution. We will describe this approach in the following and use it for the encoding of TCOEF symbols below.





2.2 New approach


The new approach is based on the idea to combine prefix and suffix code words representing the same symbol string by applying a delayed XOR operation. For example, consider a five-symbol alphabet {a, b, c, d, e} with probabilities {1/2, 1/8, 1/8, 1/8, 1/8} and prefix code words {0, 100, 101, 110, 111}. Then, for an assumed symbol string “abcaad“ the VLC encoder produces the bit-stream 0/100/101/0/0/110, which can be decoded in the forward direction. To represent the same symbol string by a bit-stream that can be decoded in the backward direction, the individual code words can simply be reversed, yielding 0/001/101/0/0/011. To obtain the combined bit-stream which can be decoded in either direction, we append L=3 zero-bits to the end of the forward bit-stream and L=3 zero-bits to the beginning of the backward bit-stream and XOR both bit-streams as illustrated in Fig. 1.
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Figure 1:  Example of new RVLC scheme





The encoding and decoding of the transmitted bit-stream can be performed symbol by symbol when operating accoring to the block-diagrams in Fig. 2. For encoding, the shift register is initialized with zero-bits and the first code word B(n) is selected from the code table according to the first symbol s(n). All l(n) bits of the code word are XORed with the next l(n) bits in the shift register and transmitted. Before proceeding with the next code word n+1, the register is filled with l(n) bits of the reversed code word B’(n). The decoding process is very similar as can be seen from the block-diagram in Fig. 2. Any bit-stream can be decoded in reverse direction by simply feeding it backwards into the decoder.
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Figure 2: Block-diagram of RVLC encoder and decoder





Note that any code table can be used for this RVLC scheme. In particular, all VLC tables of H.263 can be used unchanged. The only involved overhead is introduced by appending L zero-bits. Otherwise the scheme is as effective as Huffman coding. The offset L has to be at least the maximum code word length lMAX, to ensure that there is always a sufficient number of bits in the forward bit-stream. For the encoding of TCOEF symbols, as done in the simulations below, L has to be greater than 22 bit. Because this fixed overhead of L bits is introduced for each slice, the scheme is especially advantageous when the number of slices (S) is small and the total number of bits/frame (B) is big. If the scheme is applied to one partition in each slice, as done in the simulations below, the relative overhaed O is


	O = SL/B.


For very low bit-rates and many slices, biprefix RVLCs may be more effective. For the above example with the alphabet {a, b, c, d, e}, the new scheme is superior to the optimum biprefix RVLC when more than 12 symbols are encoded (in the average case).





3. Error Correction Capability


As mentioned above, a comparison of both RVLC approaches (delayed XOR vs. biprefix) in terms of coding efficiency will depend on several simulation parameters like, e.g., the number of slices/frame and the bit-rate. For reasonable parameters (e.g. 4 slices/frame and 32 kbps) we observed only marginal differences in the overall RD performance. However, the new approach also has the interesting capability to correct burst errors, as illustrated in Fig. 3. In this example, code words B(1)-B(4) can be decoded in the forward direction, while code words B(5)-B(9) can be decoded in the backward direction and hence, all symbols can be recovered. This, however, assumes that the location of the burst error is known (erasure error). In some situations, reliability information provided by the transport layer can be used to locate the position of erasures. For example, the cyclic redundancy check (CRC) which is typically appended to a transmitted protocol data unit (PDU) provides reliability information on a coarse resolution. Furthermore, when the channel decoder provides channel state information (CSI), or a soft output Viterbi algorithm (SOVA) is used for the decoding of convolutional codes, reliability information can be obtained for each received bit. On the other hand, syntax and semantic violations can also be used to detect errors in a bit-stream. In the following we simply assume that the location of erasures are provided externaly. For the case that no external information is available, further investigations are necessary.
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Figure 3: Error correction capability of the new RVLC.





Burst errors of length R can only be corrected with a certain probability. This probability decreases with R and increses with L. For L > R+lMAX burst errors can alway be corrected,while for L<R no error correction is possible. Therefore, L can be selected to increase the error correction capability at the cost of coding efficiency. In the follwing we are using L=25 as a compromise. 





4. Description of Simulation Conditions


The test sequences mother and daughter and foreman are encoded using TMN-8 with skip=2 and Qp=10. Two frames are encoded and a single burst error is introduced into the second frame. The length of the burst error is selectet from the set R = {1, 10, 20, 30, ... , 150}, and for each R, 100 simulations are performed with different locations of the burst error. In the first simulation the burst error starts at the first bit after the picture header. In the last simulation the burst error ends at the last bit of the frame. For the remaining simulations the burst error is placed at evenly distributed positions within the frame. This experiment is repeated 5 times for each test sequence with different temporal locations of the first encoded frame (5, 10, 15, 20, 25). For each error event, the loss of PSNR compared to the error-free case is calculated and all values of the same test sequence and the same R are averaged.


Depending on the partitioning scheme and the used of RVLC, different symbols have to be discarded for a given error event. The following three schemes have been investigated. For schemes 2 and 3, data partitioning is applied accoding to the description above. For scheme 3, RVLC are applied to the texture-partition only. To keep the number of synch words in each scheme constant, less GOB-headers are inserted if data partitioning is used since an additional PS synch word is inserted to seperate the partitions in each slice.





4.1 H.263 Baseline


GOB-headers for GN = {1,2,3,4,5,6,7,8} are present


If any part of a GOB-header is erased, all MBs in this GOB are treated as UNCODED.


If any part of a MB is erased, this MB and all remaining MBs in the current GOB are treated as UNCODED.





4.2 Data Partitioning


GOB-headers for GN = {2,4,6,8} are present


If any part of a GOB-header is erased, all MBs in this slice are treated as UNCODED.


If any part of a MB-header (COD,MCBPC,CBPY,MVD) is erased, this MB and all remaining MBs in the current slice are treated as UNCODED.


If any part of the PS sync word is erased, all residuals of the current slice are set to zero.


If any part of a TCOEF is erased, all residuals of the current MB and all remaining MBs in the current slice are set to zero.


4.3 Data Partitioning + RVLC


GOB-headers for GN = {2,4,6,8} are present.


If any part of a GOB-header is erased, all MBs in this slice are treated as UNCODED.


If any part of a MB-header (COD,MCBPC,CBPY,MVD) is erased, this MB and all remaining MBs in the current slice are treated as UNCODED.


If any part of the PS sync word is erased, all residuals in the current slice are set to zero until the next MB with error-free TCOEFs is found.


If any part of a TCOEF is erased in both the forward bit-stream and the backward bit-stream, all residuals of the current MB and the successive MBs are set to zero until the next MB with error-free TCOEFs is found.





5. Simulation Results


Fig. 4 and 5 show the loss in PSNR in the directly affected frame. Note that this error typically propagates to the following frames and accumulates for multiple error events. For the investigation of data partitioning and RVLC, however, the loss in the directly affected frame is sufficient to evaluate the effectiveness of improved resynchronization. As expected, data partitioning on ist own has some advantage over the baseline codec (about 0.5 dB and 0.3 dB for the foreman and mother and daughter sequence respectively). Additional gain can be achieved when data partitioning is added (about 0.5 dB for both test sequences). This indicates, that RVLC significantly contribute to the total increase in error robustness.
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Figure 4: Loss in PSNR for the test sequence foreman�
Figure 5: Loss in PSNR for the test sequence mother and daughter�
�



Note that the error correction capability of the new RVLC scheme is only effective for R<25. Furthermore, any errors in the header-partition or in sync words cannot be corrected. Therefore it may be usefull to also apply the new RVLC scheme for the header-partition.





6. Conclusions


The provided simulation results, though preliminary, encurage further work on data partitioning and RVLC for H.263++ or H.263L. If a core experiment on data partitioning is initiated by the group, we propose to also include the new RVLC scheme for further investigation.
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