ITU-Telecommunication Standardization Sector																			Q15-E-29

Study Group 16; Question: Q.15/16

Expert’s Group on Very Low Bitrate Visual Telephony

Whistler, British Columbia, July 21-24, 1998







Source:	  Rockwell Semiconductor Systems

Contact:  Anurag Bist [anurag.bist@rss.rockwell.com]

	4311 Jamboree Rd., Newport Beach CA 92658

Title:	      Adaptive Quantization for H.263++: Core Experiment Description





Abstract



We present a new adaptive quantization scheme in the framework of low bit rate video coding standards (H.263/H.263+/H.263++). The scheme relies on having multiple sets of uniform quantizers for the lowest quantization levels. The decision about which quantizer to choose is based on the local rate distortion characterstics of the source block being quantized. It is shown that upto about 10% savings in bitrates can be achieved by using this technique. In this document we describe the scheme in detail and present a formal core experiment for cross validation of this scheme by the ITU.





Introduction



We present an adaptive quantization scheme in the framework of the visual telephony video coding standards. Improving the Intra quantization scheme has been one of the main issues both in ITU-T. The current form of quantization in H.263+ consists of an Advanced Intra Coding mode which consists of an intra block prediction using neighboring blocks, a modified inverse quantization for INTRA coefficients, and a separate VLC table for INTRA coefficients. The performance of this scheme is better than the quantization scheme used in H.263. In this contribution we present a different method of quantization which applies both to INTRA as well as INTER blocks. The scheme relies on having multiple sets of uniform quantizers for the lowest quantization levels. The decison about which quantizer to choose is based on local rate-distortion characterstics of the source block being quantized. We show that this scheme outperforms the original H.263 quantization scheme by a significant margin. 



Adaptive Quantization in H.263 Framework.



While coding a video sequence the statistics of the input blocks change very frequently. It is well known that depending on the input distribution, the decision and the reconstruction levels of the optimal quantizers change [4]. The current H.263 syntax for quantization does not allow changing of reconstruction levels to match the input distribution. In this regard the H.263 quantizer is limited in its performance. For each input coefficient value the reconstruction values are restricted to one fixed set as given in the standard [1,2]. The best solution, given the fixed set of reconstruction values, is obtained by doing an entropy constrained quantization [5] or by doing a syntax constrained optimization similar to [6]. These methods allow the encoder to choose the reconstruction levels from the fixed set based on a rate distortion optimality criterion. This core experiment introduces an adaptive quantization method which enables a better rate distortion tradeoff than the above mentioned methods which are limited by the syntax of H.263. 



The adaptive quantization scheme described in this document allows multiple choices of reconstruction levels for low magnitudes of coefficient values. By allowing more reconstruction levels, the overall rate-distortion performance of the quantizer improves. In some sense we mimic a non-uniform quantizer by having multiple sets of reconstruction levels. The reason for allowing multiple choices for low magnitudes is based on the higher probability of occurance of these low magnitude levels. We allow increased number of choices in the lowest two non-zero levels and transmit the choice of reconstruction level as side information to the decoder. 



We allow 15 different choices of the quantizer. Each of these 15 choices of quantizer correspond to a pair of levels for the lowest two non-zero values of the reconstruction levels. That is, the lowest two non-zero values of the reconstruction levels could assume 15 different pairs of values. The higher reconstruction levels for each of the 15 quantizers are identical to those in the H.263 quantizer. We denote the different quantizers as: (R0, R1, …, R14). For R0, the reonstruction levels |COF|’ are identical to those in the H.263 quantizer. For Rk (0<k<15), the reconstruction levels are given by: |COF|’  e {0, x. QP, y. QP, 7.QP, …, 255.QP}. Here QP (0<QP<32) is the quantization step size, x < y, and x, y e {1, 2, 3, 4, 5, 6}. That is, the lowest two non-zero reconstruction levels take all possible permutations, thus allowing a non-linear quantization for the low levels. 



For each quantizer Rk, for each incoming block X, for each coefficient xj,  we choose the level yi that minimizes: (xj-yi)2 + l2.ri, where ri is the rate associated with yi, and l2 is a design parameter. In the actual implementation we restrict the variation of the quantizer on a per macroblock basis. For each macroblock we choose the quantizer Rk which minimizes the functional Dk + l1. rk, where Dk and rk are the distortion and rate incurred in quantizing the macroblock with the quantizer Rk. l1 is again a design parameter which determines the overall rate in the entropy constrained quantization. Thus, the whole quantization scheme requires two levels of entropy constrained quantization: one which determines the choice of level for each coefficient being quantized, and the other which determines the choice of the overall quantizer Rk for the macroblock. The parameters l1 and l2 are design parameters and are not subject to standardization (affect only the encoder). Once we have chosen a quantizer for a macroblock, the macroblock is quantized using this quantizer and the coefficient information, along with the side information conveying the choice of quantizer is transmitted to the decoder.











Reduced Complexity Adaptive Quantization



Having 15 different quantizer choices imposes a burden on computations at the encoder. We can have a reduced complexity version of this adaptive quantization scheme by choosing the four most frequently used quantizer Rk. This would also reduce the side information bits per macroblock from four to two. This reduced complexity version performs almost the same as the 15 quantizer version. 



In the core experiment we describe this reduced complexity adaptive quantization scheme having 4 quantizers. After many experiments, these four quantizers were seen to occur most frequently during the adaptive quantization process. The four quantizers chosen are thus a subset of the original 15 quantizers proposed earlier. The reduction in the number of quantizers serves two purpose: (a) it reduces the encoding complexity since the number of quantizers to be searched goes down from 15 to 4, and (b) it reduces the overhead bits from 4 bits per coded non-zero block to 2. All other things remain the same. The same 3-D Huffman Table which was used for the 15 quantizer case can be used for the 4 Quantizer Adaptive Quantization scheme. This means that the original modified 3-D Huffman tables are quite robust. 



The four chosen quantizers are given by:

|R_{0}| = {0, (3*QP-�symbol 97 \f "Symbol" \s 12�a�), (5*QP-�symbol 97 \f "Symbol" \s 12�a�), (7*QP-�symbol 97 \f "Symbol" \s 12�a�), …..,(255*QP-�symbol 97 \f "Symbol" \s 12�a�)}

|R_{1}| = {0, (4*QP-�symbol 97 \f "Symbol" \s 12�a�), (6*QP-�symbol 97 \f "Symbol" \s 12�a�), (7*QP-�symbol 97 \f "Symbol" \s 12�a�), …..,(255*QP-�symbol 97 \f "Symbol" \s 12�a�)}

|R_{2}| = {0, (1*QP-�symbol 97 \f "Symbol" \s 12�a�), (6*QP-�symbol 97 \f "Symbol" \s 12�a�), (7*QP-�symbol 97 \f "Symbol" \s 12�a�), …..,(255*QP-�symbol 97 \f "Symbol" \s 12�a�)}

|R_{3}| = {0, (5*QP-�symbol 97 \f "Symbol" \s 12�a�), (6*QP-�symbol 97 \f "Symbol" \s 12�a�), (7*QP-�symbol 97 \f "Symbol" \s 12�a�), …..,(255*QP-�symbol 97 \f "Symbol" \s 12�a�)}

where �symbol 97 \f "Symbol" \s 12�a��symbol 61 \f "Symbol" \s 12�=�1 if QP is even or �symbol 97 \f "Symbol" \s 12�a�=0 if QP is odd. Note that R_{1}, R_{2} and R_{3} are respectively the quantizers R_{7}, R_{9}, and R_{14} in the original formulation. These quantizers are chosen over others because they occur most frequently when adaptive quantization is being used.  



Syntax and Semantics Changes for Reduced State Adaptive Quantization



 To include this adaptive quantization mode as an option in H.263 one bit must be added to the picture header (for example, in H.263+: one bit must be added to the PLUSPTYPE field of the picture hearder). When we are using this mode, both INTRA as well as INTER macroblocks will be quantized using the set of multiple quantizers. The only exception will be when Advanced Intra Coding mode is on and we are dealing with an INTRA macroblock. Since advanced intra coding is meant to do efficient quantization of INTRA macroblocks, we propose not using adaptive quantization in this case. 



For each macroblock a fixed length code of 2 bits is transmitted to indicate which of the 4 quantizers R_{I} is being used for decoding of the macroblock. To reduce the overhead bits, we transmit these overhead bits only when there is a non-zero block in the given macroblock (CBP !=0). This should be specified in the decoder. That is, the standard must specify this in the semantics of the decoder. When Adaptive Quantization scheme is being used the coefficient coding is done in the same way as in the original H.263 quantization. However, a new 3-D VLC table is used for Adaptive Quantization Entropy Coding of (Level, Run, Last). This is necessary because the distribution of (Level, Run, Last) in Adaptive Quantization varies significantly from the case when original H.263 quantization is used. 



Whenever Adaptive Quantization is used, for decoding of a macroblock the first step consists of determining the quantizer R_{I} being used by decoding the 2 bit fixed length code, whenever available. Once the quantizer is determined, the reconstructions levels are obtained from the Levels as follows:



For INTRA DC case:  Rec = Level*8;

For all other cases: 	|Rec| = R_{I}[|Level|], Level =0,1,..127;

where R_{I}[.] is the array of alphabets for quantizer R_{I}, and |Level|, the magnitude of Level, is the index to that array. 

The actual reconstruction level is given by: Rec = |Rec|* sign(Level).



Level is obtained by decoding the corresponding 3-D VLC code for (Level, Run, Last). The 3-D VLC table is designed for combinations of (Level, Run, Last)  by an off-line training procedure. During training the adaptive quantization scheme is used and the probability of occurrance of each event (Level, Run, Last) is calculated. This probability is then used to generate the 3-D tables. 



Summarizing, the following changes are required to adopt the Adaptive Quantization Scheme as a separate Annex  into the syntax of H.263++:



One bit in the picture header (for example in H.263+: 1 bit in the PLUSPTYPE field of the picture header) to indicate whether this scheme is being used or not. If it is being used, we follow the steps of decoding as described earlier in this document. The adaptive quantization scheme is used for all macroblocks (INTRA and INTER). If advanced INTRA coding mode is ON, we don’t use adaptive quantization scheme for INTRA blocks. 

A 2 bit fixed length code in the Macroblock header to indicate which of the 4 quantizers R_{I} is being used. This 2 bit overhead is transmitted only when CBP is non-zero for the given macroblock (after quantization). This must be specified in the semantics of the decoder. In H.263+, for example, the overhead bits are to be placed just after the DQUANT bits in the macroblock header, and just before the motion information. 

Using the new 3-D VLC table to decode the Event (Level, Run, Last) for each macroblock, and then using the reconstruction equations as described earlier.





 

Detailed Description of Encoder for Adaptive Quantization



In this section we describe the encoder details for implementing the reduced (four)  state Adaptive Quantization scheme in the baseline H.263+ encoder. The syntax changes required are as given in the previous section. At the encoder one bit is used to indicate whether or not Adaptive Quantization is being used. Whenever Adaptive Quantization is used, the decision as to which quantizer to choose and to which reconstruction level to choose for a given quantizer is made as described in section 3. The index of the quantizer chosen is transmitted as a fixed length code to the decoder as described in section 5. After performing the quantization the coefficient coding is done in the same way as before by using a new 3-D Huffman table for (RUN, LEVEL,LAST) given in Appendix I.



There are three parameters at the encoder which need to be fixed for performing the decision of quantizer choice. The first of these is the parameter ri as given in the equation (xj-yi)2+l2. ri in section 3. Here ri is the rate associated with the reconstruction level yi. rI is based on the probability of occurance of level “I” (I=0,1,..127), and is different for each of the four quantizers. For I=0: rI= -log2(p(I)); for I!=0: rI = -log2(p(I)) + 1 if p(I)!=0 and rI = 22 (Escape Coding) if p(I) = 0. The probabilities of levels (p(I)) are calculated by training over several sequences. Appendix II gives the tables for the level probabilities p(I). Note that these are encoder parameters and can be changed “on the fly” depending upon the implementation. 



The entropy constraint parameter l2 was chosen as: l2 = k* QP2, where QP is the quantization step size and k=0.01 for INTRA blocks and k=0.45 for INTER blocks. This is chosen after many experiments to satisfy a good rate distortion tradeoff. The parameter l1 was fixed to 2 in all experiments. By choosing l2 in the above manner we can combine the rate control together with the Adaptive Quantization scheme. We only need to vary the quantization parameter QP, all other Adaptive Quantization decisions are taken care of by the above choice.



Results

The following table summarizes the results (Y PSNR (dB), Overall Bitrate (Kbps)) for 4 Quantizer Adaptive Quantization Scheme when it is incorporated into H.263+ coding environment. The table gives the coding performance for fixed quantization step size and fixed frame rate for Adaptive Quantization scheme and the H.263+ quantization. We have used three coding efficiency annexes of H.263+: Advanced Prediction Mode, Advanced Intra Coding Mode and Deblocking Filter. These annexes are used to ensure that the gains from Adaptive Quantization are over and above the gains obtained from these coding techniques. From the results we see that Adaptive Quantization scheme consistently performs better than H.263+. We can further improve the performance of Adaptive Quantization technique by improving the decision of choice of LEVELS at the block level. This, in effect, improves the rate-distortion performance even further. 

















Table 1:  CIF Resolution, 4 Quantizer Adaptive Quantization (H.263+, Advanced Prediction, Advanced Intra Coding and Deblocking Filter), Coding 300 Frames.



Sequence�(QP, Frame Rate)�Original Qntzr�Adaptive Qntzr��Carphone�(16, 8.33 Hz)�34.79dB, 79.60Kbps�35.21dB, 78.90Kbps��Carphone�(16, 12.5 Hz)�34.78dB, 106.95Kbps�35.22dB, 105.76Kbps��Carphone�(16, 25 Hz)�34.81dB, 162.72Kbps�35.19dB, 160.02Kbps��Coastguard�(16, 8.33 Hz)�31.96dB, 102.38Kbps�32.47dB, 101.75Kbps��Coastguard�(16, 12.5 Hz)�32.02dB, 127.32Kbps�32.49dB, 125.65Kbps��Coastguard�(16, 25 Hz)�32.06dB, 183.93Kbps�32.47dB, 175.59Kbps��Foreman�(16, 8.33 Hz)�34.01dB, 110.01Kbps�34.47dB, 106.87Kbps��Foreman�(16, 12.5 Hz)�34.04dB, 137.01Kbps�34.47dB, 132.74Kbps��Foreman�(16, 25 Hz)�34.15dB, 180.78Kbps�34.53dB, 173.77Kbps��Akiyo�(16, 8.33 Hz)�36.96dB, 18.04Kbps�37.23dB, 17.38Kbps��Akiyo�(16, 12.5 Hz)�36.97dB, 22.45Kbps�37.24dB, 21.44Kbps��Akiyo�(16, 25 Hz)�36.97dB, 33.30Kbps�37.21dB, 31.45Kbps��











REFERENCES



[1] Draft Text of Recommendation H.263 Version 2 (“H.263+”) for Decision, SG-16 Contribution 999, Nov. 1997.

[2] MPEG4 Video Verification Model.

[3] Video Codec Test Model, TMN10, ITU-Telecommunications Standardization Sector, SG-16, June 1998.

[4] N. S. Jayant and P. Noll, “Digital Coding of Waveforms,” Prentice Hall, 1984.

[5] P. A. Chou, T. Lookabaugh, and R. M. Gray, “Entropy Constrained Vector Quantization,” IEEE Transactions on Acoustics, Speech and Signal Processing, 37(1):31-42, January 1989.

[6] K. Ramachandran and M. Vetterli, “Syntax-constrained encoder optimization using adaptive quantization thresholding for JPEG/MPEG coder,” Proceedings of IEEE Data Compression Conference, pp. 146-155, 1994.











Appendix I: 3-D (Run, Level, Last) Huffman Tables for Adaptive Quantization



The following two tables give the length of 3-D VLC codes. These tables are obtained by performing Adaptive Quantization over a set of training sequences. Esc indicates Escape Coding of that particular combination of (Run, Level, Last) by a fixed length code of length 22 (as is done in H.263 originally). The actual VLC code also contains a 1 bit sign value at the end of each combination of (Run, Level, Last).





/**************************************************************************

* 3-D Huffman Tables for Reduced State Adaptive Quantization 

*  R_{0} = {0, 3*QP, 5*QP, 7*QP,.....}

*  R_{1} = {0, 4*QP, 6*QP, 7*QP,.....}

*  R_{2} = {0, 1*QP, 6*QP, 7*QP,.....}

*  R_{3} = {0, 5*QP, 6*QP, 7*QP,.....}

* 

*  Anurag Bist 040298                                         

*  

*  Rockwell Semiconductor Systems

*  All rights Reserved.

* 

*  Single Set of Table for All Quantizers



**************************************************************************/



LAST = 0 LENGTHS OF CODES (First row is run = 0, level = 1,2,3,...12.

			         Second row is run = 1, level = 1,2,3,...12.

	                     ...

	                     Last row is   run = 26, level = 1,2,3,....12

		               -1 indicates ESCAPE coding)                  (USE Run = 13, Level = 1, LAST = 0 Code as the ESCAPE CODE, 7 bit code)



		  



2, 4, 5, 6, 7, 7, 8, 9, 10, 10, 11, 11, 

3, 5, 6, 8, 9, 10, 11, 11, 12, 12, 14, 14, 

4, 6, 8, 10, 11, 15, 14, 14, 17, 17, -1, -1, 

4, 7, 8, 11, 11, 13, 15, -1, 18, 17, -1, -1, 

4, 7, 9, 11, 13, 14, 15, 18, 18, -1, -1, -1, 

5, 8, 10, 12, 13, 14, 16, -1, 18, -1, 18, 18, 

5, 9, 11, 13, 15, 16, -1, 17, -1, -1, -1, -1, 

5, 9, 10, 14, 15, 16, -1, -1, -1, -1, -1, -1, 

6, 9, 12, 15, 16, 17, -1, -1, -1, -1, -1, -1, 

6, 9, 12, 14, 17, 18, -1, -1, -1, -1, -1, -1, 

6, 10, 13, 16, 17, -1, -1, -1, -1, -1, -1, -1, 

7, 11, 15, -1, 18, -1, -1, -1, -1, -1, -1, -1, 

7, 12, 15, 18, -1, -1, -1, 18, -1, -1, -1, -1, 

7, 13, 16, -1, -1, -1, -1, -1, -1, -1, -1, -1, 

8, 13, -1, 18, -1, -1, -1, -1, -1, -1, -1, -1, 

9, 13, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, 

8, 12, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, 

9, 14, 18, -1, -1, -1, -1, -1, -1, -1, -1, -1, 

9, 15, -1, 18, -1, -1, -1, -1, -1, -1, -1, -1, 

9, 17, 18, -1, -1, -1, -1, -1, -1, -1, -1, -1, 

9, 14, 16, -1, -1, -1, -1, -1, -1, -1, -1, -1, 

10, 14, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, 

10, 18, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, 

10, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, 

11, 16, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, 

12, 16, -1, 18, -1, -1, -1, -1, -1, -1, -1, -1, 

12, 16, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1





LAST = 0  VALUE OF CODES (First row is run = 0, level = 1,2,3,...12.

			        Second row is run = 1, level = 1,2,3,...12.

	                    ...

	                    Last row is   run = 26, level = 1,2,3,....12

		              -1 indicates ESCAPE coding)





 

1, 0, 4, 15, 20, 127, 171, 336, 233, 232, 1389, 1932, 

4, 24, 62, 170, 339, 695, 478, 1669, 947, 958, 2720, 13345, 

1, 53, 172, 674, 1388, 5442, 3803, 13347, 30453, 30299, -1, -1, 

11, 81, 253, 477, 1933, 1374, 5453, -1, 60596, 22001, -1, -1, 

14, 121, 481, 1355, 1892, 3786, 7575, 44008, 60904, -1, -1, -1, 

6, 57, 675, 682, 1362, 3837, 11004, -1, 44014, -1, 44021, 44025, 

25, 84, 472, 1900, 7672, 53376, -1, 22013, -1, -1, -1, -1, 

27, 87, 965, 3807, 7612, 10887, -1, -1, -1, -1, -1, -1, 

11, 418, 948, 5452, 53377, 22011, -1, -1, -1, -1, -1, -1, 

41, 419, 683, 3839, 22005, 44012, -1, -1, -1, -1, -1, -1, 

61, 964, 1898, 53379, 22000, -1, -1, -1, -1, -1, -1, -1, 

80, 476, 5455, -1, 44020, -1, -1, -1, -1, -1, -1, -1, 

87, 684, 7673, 44024, -1, -1, -1, 44009, -1, -1, -1, -1, 

105, 1361, 15148, -1, -1, -1, -1, -1, -1, -1, -1, -1, 

56, 1899, -1, 60597, -1, -1, -1, -1, -1, -1, -1, -1, 

86, 1902, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, 

252, 3337, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, 

117, 3802, 44029, -1, -1, -1, -1, -1, -1, -1, -1, -1, 

346, 5454, -1, 44015, -1, -1, -1, -1, -1, -1, -1, -1, 

480, 22015, 60905, -1, -1, -1, -1, -1, -1, -1, -1, -1, 

416, 3838, 15227, -1, -1, -1, -1, -1, -1, -1, -1, -1, 

835, 13346, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, 

676, 44013, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, 

967, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, 

1354, 11001, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, 

686, 53378, -1, 44028, -1, -1, -1, -1, -1, -1, -1, -1, 

685, 10886, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, 



























LAST = 1 LENGTHS OF CODES (First row is run = 0, level = 1,2,3.

			         Second row is run = 1, level = 1,2,3.

	                     ...

	                     Last row is   run = 41, level = 1,2,3.

                           -1 indicates ESCAPE coding)



2, 6, 8, 

3, 7, 9, 

4, 9, 12, 

4, 9, 12, 

4, 9, 14, 

4, 9, 12, 

5, 9, 13, 

5, 9, 14, 

5, 10, 13, 

5, 9, 13, 

5, 10, 13, 

5, 10, 13, 

6, 11, 12, 

6, 11, 14, 

6, 11, -1, 

7, 13, -1, 

7, 13, -1, 

7, 13, 16, 

7, 13, -1, 

7, 12, -1, 

7, 11, 15, 

7, 13, -1, 

8, 14, -1, 

8, 16, -1, 

8, 13, -1, 

8, 13, 15, 

8, 14, -1, 

9, 16, -1, 

9, -1, -1, 

10, 16, -1, 

9, -1, -1, 

9, 14, -1, 

10, 13, -1, 

10, 15, -1, 

10, 16, -1, 

10, 15, -1, 

11, 16, -1, 

11, -1, -1, 

11, -1, -1, 

11, 16, -1, 

11, 16, -1









LAST = 1 VALUE OF CODES (First row is run = 0, level = 1,2,3.

			       Second row is run = 1, level = 1,2,3.

	                   ...

	                   Last row is   run = 41, level = 1,2,3.

                         -1 indicates ESCAPE coding)



2, 10, 74, 

6, 61, 172, 

3, 20, 1221, 

6, 23, 1308, 

15, 243, 4880, 

14, 153, 1223, 

4, 250, 2773, 

2, 174, 4888, 

8, 310, 4024, 

3, 249, 2445, 

11, 44, 4025, 

14, 502, 2778, 

1, 618, 2015, 

0, 655, 5559, 

11, 623, -1, 

4, 2441, -1, 

6, 2775, -1, 

39, 2772, 32221, 

42, 2618, -1, 

41, 1388, -1, 

36, 695, 16109, 

63, 4029, -1, 

14, 5558, -1, 

15, 32220, -1, 

75, 2774, -1, 

80, 2619, 16105, 

120, 4881, -1, 

21, 19557, -1, 

248, -1, -1, 

304, 19559, -1, 

242, -1, -1, 

175, 8053, -1, 

325, 4028, -1, 

324, 16104, -1, 

326, 32217, -1, 

308, 16111, -1, 

90, 32216, -1, 

622, -1, -1, 

692, -1, -1, 

91, 19558, -1, 

619, 19556, -1, 





 Appendix II: Probability of Levels (rI) for Level choice at Encoder





Use the following probability model p(i) to model the rate ri for level optimization. This is more accurate, since it models probability of level occurances of each Quantizer 

separately.



The rates ri for each quantizer are obtained as before by using the seperate level probabilities as given below.



The rates ri[] for level = 0, 127 are given as follows:

    for(j=0;j<128;j++)

      {

     if(j==0) 

{ 

  if(LevelProb[j]!=0.0) ri[j] = (-log2((double)LevelProb[j]));

}

    else

 {

 if(LevelProb[j]<0.000001) ri[j] = 22.0;

 else   ri[j] = (-log2((double)LevelProb[j]) + 1);

}

}











Level Probability for R_{0}:



0.957286,   0.039210,   0.001925,   0.000772,   0.000368,   0.000163,   

0.000098,   0.000061,   0.000034,   0.000023,   0.000022,   0.000012,   

0.000012,   0.000007,   0.000001,   0.000003,   0.000001,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000001,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000   





Level Probability for R_{1}:



0.963870,   0.033016,   0.001321,   0.000655,   0.000523,   0.000221,   

0.000142,   0.000087,   0.000045,   0.000031,   0.000034,   0.000016,   

0.000018,   0.000009,   0.000001,   0.000005,   0.000001,   0.000001,   

0.000001,   0.000001,   0.000000,   0.000001,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000   





Level Probability for R_{2}:



0.912958,   0.084353,   0.002044,   0.000208,   0.000204,   0.000086,   

0.000051,   0.000033,   0.000016,   0.000013,   0.000014,   0.000006,   

0.000007,   0.000003,   0.000001,   0.000002,   0.000001,   0.000000,   

0.000000,   0.000001,   0.000000,   0.000001,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000, 

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,  

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000   



Level Probability for R_{3}:

0.967934,   0.029181,   0.000586,   0.000892,   0.000644,   0.000279,   

0.000174,   0.000107,   0.000062,   0.000036,   0.000037,   0.000020,   

0.000022,   0.000012,   0.000002,   0.000006,   0.000003,   0.000001, 

0.000000,   0.000001,   0.000002,   0.000001,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,  

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   0.000000,   

0.000000,   0.000000   
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