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The information in this contribution is a sub set of document ISO/IEC JTC 1 SC29 WG 11 MPEG98/3319.





Q.11/SG 16 has been discussing a H.324 file format during its last meetings. It was proposed during the Eibsee meeting in December 1997 to investigate the work on the Intermedia format within MPEG and to examine if this format is also useful for H.324. The purpose of this contribution is to give an overview of the current status of the MPEG-4 intermedia format (‘M4F’).





MPEG currently improves the text of the intermedia verification model. A software implementation of the  intermedia format is expected to be available before the next MPEG meeting in July. The Intermedia format will be included in MPEG-4 version 2.





For more information, please join the MPEG Ad Hoc group on the M4F (see Annex I).








1.	Introduction


The M4F file format is designed to contain the media information of an MPEG-4 presentation in a flexible, extensible format which facilitates interchange, management, editing, and presentation of the media. This presentation may be ‘local’ to the system containing the presentation, or may be via a network or other stream delivery mechanism (a TransMux).


The file format is designed to be independent of any particular TransMux while enabling efficient support for TransMuxes in general.


The design is based on the QuickTime® format from Apple Computer Inc.


1.1.	Goals


The goals for the format are derived from the Call for Proposals, document ISO/IEC JTC1/SC29/WG11/N1919 “Call for Proposals for an MPEG-4 Intermedia format.”


1.1.1.	TransMux Independence (CFP 3)


MPEG-4 is designed primarily to be delivered as a stream. However, it is recognized that a variety of protocols and streaming substrates will be used to carry that stream. Therefore the file format is designed to support a variety of TransMuxes, without favoring one in particular, either in the design of the format, or in the way the media data is stored in any particular file.


1.1.2.	TransMux Support (CFP 12)


However, it is important that the file format support TransMuxes efficiently. The process of delivering a stream over a particular choice of TransMux must be reasonably efficient in both space and time.


1.1.3.	Elementary stream management (CFP 4)


MPEG-4 presentations are composed of a number of elementary streams of different types. In the process of forming a presentation (editing), it is necessary that new streams be added or deleted relatively painlessly; preferably without having to re-multiplex the entire presentation before the layup is complete.


The process of forming a presentation may well use formats which start outside the MPEG-4 community: raw audio, for example, is more easily worked during editing than compressed. The ability to handle such ‘mixed’ presentations gracefully is a powerful. It is even more powerful if the base media data which is being used in this way can be used in its original container format, even if that is not formatted to this specification. In this way, MPEG-4 files fit into a multimedia community, and their creation and development is facilitated.


1.1.4.	Extensibility (CFP 5)


File formats have a long life. They must support extension — room for private fields and  ISO defined extensions — in a way which is both non-disruptive yet makes clear what is baseline, and what is extension, so that it is possible to locate and ignore these private fields.


The format should be able to handle extension in objects — new fields and containers for them; elementary stream types; codings for existing elementary streams (e.g. new compression techniques); and TransMuxes.


1.1.5.	Exchange format (CFP 6)


Even though delivery of the content is by streaming, it is essential that the files themselves be suitable for the exchange of, and publishing of, material in non-streamed formats (tape, CDROM, DVD, …). This enables a community to grow around the format and develop content collaboratively, and for the content to be used in the broadest possible way.


When used as an exchange format, it is helpful if the file is not burdened with support for streaming or a particular TransMux.


Finally, it can also facilitate use of the content if it may be prepared for streaming, and streamed, over a particular TransMux without requiring the copying or re-writing of the entire presentation. This eases the handling of exchanged content, particularly on read-only media.


1.1.6.	Scaling (CFP 7)


There are a number of areas of scalability: protocols may support scalable selection from the media data (e.g. to fit bandwidth constraints); elementary stream codings may also be scalable, or it may be desired to use alternative codings to meet differing needs within one presentation (e.g. fitting to a bandwidth); and the presentations may range over a wide range of sizes, complexity, and bit-rates.


1.1.7.	Random access (CFP 8,9)


During streaming, local viewing, and editing, it is important that the system reading the file be able to index, by time, into the presentation, and find how to stream or present the presentation from that time.


1.1.8.	Sync, no decode, location, IPR (CFP 1,2, 10, 11)


In order to support editing, and general management of the content, it should not be necessary to ‘decode’ the format (e.g. by expanding huffman compression codes from some fixed point) in order to read it; this hampers editing, random access, and general management of the presentation. In general, important structures in the file should be accessible by simple steps and not involve searching or decoding.


During presentation, the elementary stream data must be presented and managed in a synchronized fashion: this is basic to any time-based system. In addition, it can be important to carry original or industry-standard timing (e.g. SMPTE time-codes) with a presentation when it is being built.


1.2.	Usage


The file format is intended to serve as a basis for a number of operations. In these various roles, it may be used in different ways, and different aspects of the overall design exercised.


1.2.1.	Interchange


When used as an interchange format, the files would normally be self-contained (not referencing media in other files), contain only the media data actually used in the presentation, and not contain any information related to streaming over TransMuxes. This results in a small, protocol-independent, self-contained file, which contains the core media data and the information needed to operate on it.


1.2.2.	Content Creation


During content creation, a number of areas of the format can be exercised to useful effect, particularly: 


•	the ability to store each elementary stream separately (not interleaved), possibly in separate files; 


•	the ability to work in a single presentation which contains MPEG-4 data and other streams (e.g. editing the audio track in uncompressed format, to align with an already-prepared MPEG-4 video track).


These characteristics mean that presentations may be prepared, edits applied, and content developed and integrated without either iteratively re-writing the presentation on disc (if interleave has to be maintained, or media data can be left unused), and without iteratively decoding and re-encoding the data (if it must be stored in an encoded state).


1.2.3.	Preparation for streaming


When prepared for streaming, the file must contain information to direct the streaming server in the process of sending the information. In addition, it is helpful if these instructions and the media data are interleaved so that excessive seeking can be avoided when serving the presentation. It is also important that the original media data be retained unscathed, so that the files may be verified, or re-edited or otherwise re-used. Finally, it is helpful if a single file can be prepared for more than one protocol, so it may be used by differing servers over disparate protocols.


1.2.4.	Local presentation


‘Locally’ viewing a presentation (i.e. directly from the file, not over a streamed interconnect) is an important application; it is used when a presentation is distributed (e.g. on CD or DVD ROM), during the process of development, and when verifying the content on streaming servers. Such local viewing must be supported, with full random access. If the presentation is on CD or DVD ROM, interleave is important as seeking may be slow.


1.2.5.	Streamed presentation


When a server operates from the file to make a stream, the resulting stream must be conformant with the specifications for the protocol(s) used, and should contain no trace of the file-format information in the file itself. The server needs to be able to random access the presentation. It can be useful to re-use server content (e.g. to make excerpts) by referencing the same media data from multiple presentations; it can also assist streaming if the media data can be on read-only media (e.g. CD) and not copied, merely augmented, when prepared for streaming.





1.3.	Design principles


The file structure is object-oriented; a file can be decomposed into constituent objects very simply, and the structure of the objects inferred directly from their type.


Media-data is not ‘framed’ by the file format; the file format declarations which give the size, type and position of media data units is not physically contiguous with the media data. This makes it possible to subset the media-data, and to use it in its natural state, without requiring it to be copied to make space for framing. The meta-data is used to describe the media data by reference, not by inclusion.


Similarly the protocol information for a particular TransMux does not frame the media data; the protocol headers are not physically contiguous with the media data. Instead, the media data is included by reference. This makes it possible to represent media data in its natural state, not favoring any TransMux. It also makes it possible for the same set of media data to serve for local presentation, and for multiple TransMuxes.


The protocol information is built in such a way that the streaming servers need know about their protocol and the way it should be sent; the protocol information abstracts knowledge of the media so that the servers are, to a large extent, media-type agnostic. Similarly the media-data, stored as it is in a protocol-unaware fashion, enables the media tools to be protocol-agnostic.


The file format does not require that a single presentation be in a single file. This enables both sub-setting and re-use of content. When combined with the non-framing approach, it also makes it possible to include media data in files not formatted to this specification (e.g. ‘raw’ files containing only media data and no declarative information, or file formats already in use in the media or computer industries).


The file format is based on a common set of designs and a rich set of possible structures and usages. The same format serves all usages; translation is not required. However, when used in a particular way (e.g. for local presentation), profiles may be used to define the optimal structures and use of options for that usage.





1.4.	Design overview


1.4.1.	Storage of elementary streams


To maintain the goals of TransMux independence, the media data is stored in its most ‘natural’ format, and not fragmented. This enables easy local manipulation of the media data. Therefore media-data is stored as AL-PDUs.





1.4.2.	Handling of TransMuxes


The file format supports streaming of media data over a network as well as local playback. The process of sending protocol data units is time-based, just like the display of time-based data, and is therefore suitably described by a time-based format. A file or ‘movie’ which supports streaming includes information about the data units to stream. This information is included in additional tracks of the file called “hint” tracks.


Hint tracks contain instructions for a streaming server which assist in the formation of packets.  These instructions may contain immediate data for the server to send (e.g. header information) or reference segments of the media data.  These instructions are encoded in the file in the same way that editing or presentation information is encoded in a file for local playback.  Instead of editing or presentation information, information is provided which allows a server to packetize the media data in a manner suitable for streaming using a specific network transport or TransMux.


The same media data is used in a file which contains hints, whether it is for local playback, or streaming over a number of different TransMuxes.  Separate ‘hint’ tracks for different TransMuxes may be included within the same file and the media will play over all such TransMuxes without making any additional copies of the media itself.  In addition, existing media can be easily made streamable by the addition of appropriate hint tracks for specific TransMuxes.  The media data itself need not be recast or reformatted in any way.


This approach to streaming is more space efficient than an approach that requires that the media information be partitioned into the actual data units which will be transmitted for a given transport and media format. Under such an approach, local playback requires either re-assembling the media from the packets, or having two copies of the media—one for local playback and one for streaming.  Similarly, streaming such media over multiple TransMuxes using this approach requires multiple copies of the media data for each transport. This is inefficient with space, unless the media data has been heavily transformed to be streamed (e.g., by the application of error-correcting coding techniques, or by encryption).
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Source: 	Convenor


Status: 	Approved at the 43rd Meeting


Title :	





2242�
Ad Hoc Group on M4F�
�
Mandate: �
1.	Develop the MPEG-4 Intermedia Format  specification.


2.	Refine the MPEG-4 Intermedia Format verification model,


3.	Refine the object (atom) definitions to complete the specification,


4.	Develop the implementation work plan,


5.	Begin the implementation of this specification with the IM1 implementation as the basis.�
�
Chairman: �
Dave Pawson (Oracle)�
�
Co Chair�
�
�
Duration:�
Until 44th meeting�
�
Meetings�
No meeting�
�
Reflector:�
Mp4-sys@fzi.de�
�
Subscribe�
Subscription : send message to mp4-sys-request@fzi.de with the command « subscribe » (without quotes) in the body of the message.�
�
�
�
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