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Summary


In this document, we describe a new trellis-based rate-distortion based adaptive quantizer and report some preliminary simulation results.  The results show that the trellis-based quantizer saves 2.5% of the bitrate for a given PSNR over the baseline H.263+ system when both coders code INTRA frames only. Results for INTER coding will be presented at the July meeting.


Rate-distortion (R-D) optimized quantization of DCT coefficients


In H.263+, DCT coefficients are run-length coded with a combination of a variable length code (VLC) and a fixed length code (FLC): the VLC codes the most commonly occuring EVENTs, each of which is defined as the combination of a last non-zero coefficient indication (LAST), the number of successive zeros preceding the coded coefficient (RUN), and the non-zero value of the coded coefficient (LEVEL). The remaining (less probable) combinations of (LAST, RUN, LEVEL) are coded with a 22 bit FLC.


This use of run-length coding  improves coding efficiency, but it also makes it more difficult to achieve R-D optimized coding. For any coefficient in a block, the rate associated with quantizing the coefficient to a given value will depend not only on the value of the coefficient, but also on the action of the quantizer on coefficients before and after it. One possible way of doing rate-distortion optimal quantization for DCT coefficients is by training with a large set of test video sequences and averaging the rate associated with quantizing each individual coefficient to zero or any LEVEL, as discussed in [1]. This solution is sub-optimal because it fails to take into account the differences in rate for different run-lengths.


To address this issue, we use a trellis-based R-D optimzation that achieves R-D optimal quantization of coefficients. The trellis structure allows the rate calculation to include the dependencies among all coefficients in a block. Although the computational complexity of the trellis approach is high, it is important in establishing bounds on what can be achieved with the H.263 quantizer framework. The method we proposed can also be used in the case when multiple quantization tables are used in adaptive quantization techniques such as described by [1].


Construction of trellis and the optimization algorithm


Our optimization algorithm is based on a trellis-based representation of quantization configuration of 8x8 blocks (Fig. 1). The term “quantization configuration” here means a list of quantized values for the coefficients in a predefined (raster scan or zigzag) order. There are 64 (or 63) stages in our trellis, which correspond to the 64 DCT coefficients for an INTER block or 63 AC coefficients in an INTRA block. The DC coefficient for INTRA macroblocks is not considered because it is not coded in the same way as for the other 63 AC coefficients. For each stage, there are two types of states in the trellis: the LEVEL-states and the RUN-states. Each LEVEL-state j (denoted as L-j) corresponds to the action of quantizing the coefficient to LEVEL j; each RUN-state k (denoted as R-k) corresponds to the case of having k-1 consecutive zeros before the current coefficient, and quantizing the current coefficient also to zero. When this structure is used, some transitions are prohibited. For example, RUN-state k can only occur immediately after RUN state k-1.





Obviously, any valid path through the trellis corresponds to a particular quantization configuration for the block, and vice versa. Different paths will result in different distortions and rates, and we then choose the path that is optimal in a R-D sense. For simplicity, we will choose the path that minimizes a “cost function” defined as
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where d(.,.) is any distortion metric, ci is the input coefficient, c’i  is the reconstructed coefficient associated with the quantization chosen, R is the rate associated with a quantization configuration, and l is a Laplacian multiplier chosen from experiment. In our preliminary simulations, we let R be the sum of codeword lengths for each codeword using run-length coding. We note that R can also be a weighted sum of the individual codeword lengths, which would account for the difference in visual importance of the coefficients. With the trellis, the R-D optimized quantization of a block becomes the problem of finding a path through the trellis with has the lowest cost J. This problem can then be solved with dynamic programming. 





The method used is similar to the Viterbi algorithm. Obviously, for paths ending in a LEVEL-state of stage n, the complete R-D information is known, and thus we can choose the path with the smallest cost as the surviving path up to the state at stage n. The cost here is defined as
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where R(n)  is the rate of the quantization configuration corresponding to the path up stage n.





For RUN-states other than R-1, there is only one in-coming path, and it will automatically be the “surviving” path, although only the distortion part of its cost function is known. For state R-1, which can be reached from any level state at the previous stage, the rate is unknown.  However, we can choose the edge from the state with the minimum cost function in the previous stage. As the algorithm progresses through the trellis and reaches either the last stage or a nonzero coefficient, the complete cost function values of all remaining paths will be known, and the optimal path can then be found.
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Experimental results


We tested the algorithm by comparing it with the UBC H.263+ coder.  Both video coders were run in INTRA mode only.  The distortion metric used in our tests was the squared-error metric (L2 metric).  Each was run for 31 frames of the carphone sequence, every tenth frame from 0 through 300 with QP=13.  The results are shown in Table 1, in which the trellis based algorithm shows an average savings of 2.5% of bits/frame for equivalent PSNR values.








�
Average PSNR�
Average bits/frame�
Total Bits�
�
UBC H.263+�
32.38�
17188�
532832�
�
Trellis Based�
32.34�
16772�
519920�
�
Table 1: Comparison of UBC/Trellis Performance


QP=13, INTRA mode only, 31 frames of carphone





Conclusions





We have performed a preliminary investigation of our new trellis based algorithm and obtained encouraging results.  The algorithm yields, for a specific value of l, an R-D optimized quantization.  In the coming weeks, we plan to conduct experiments in INTER mode as well in order to compare it with baseline H.263+ performance.   In addition, we plan to explore the performance of our algorithm when it is used in combination with the adaptive quantization scheme presented in [1].  That is, for each block and each quantizer m (given in [1]), we plan to obtain the R-D optimized quantization achievable with the given quantizer.  With this knowledge, we should be able to select the quantizer which offers the best performance.  This will allow us to validate the performance of the algorithm presented in [1].
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Figure 1. Structure of Trellis. 		   Corresponds to quantizing coefficients to non-zero values.





		Corresponds to quantizing coefficients to zero.











