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Summary


At the Eibsee ITU meeting, a proposal was presented from UCLA and Samsung Electronics outlining a Segmented Error Resilient Mode for H. 26L (documents q15c35 and q15c36).  The purpose of this new mode is to enhance performance of H.26L in environments where the baseline mode provides insufficient performance due to channel errors (e.g. wireless environments).  





Detailed simulations of this proposed method have been carried out at UCLA.  The publicly available University of British Columbia code was modified to implement the Segmented Error Resilient syntax.  After verification over error free channels, attention was dedicated to performance in the presence of channel errors.  The experiments presented in this document are carried out by adding errors directly to the bitstream to illustrate the benefits of forward/backward decoding.  Future results will be presented with inclusion of the H.223 Mobile Multiplexer simulator (presented in q11c36/q15c38).  This method allows better evaluation of the algorithm’s performance in realistic situations involving packet loss in addition to bit errors in the video stream.





�





Decoding Algorithm


Decoding this new syntax is more complex as a result of the bit stream segmentation and RVLC coding of the motion vectors and header data.  Instead of a single pass through the bit stream, each segment must be decoded separately and buffered until needed.  Specifically, the algorithm proceeds as follows:





To start, we search for the Picture Start Code.  When found, the picture layer data is read, and then a search is performed for the Resync Marker.  Upon finding the Resync Marker,  the field containing the index to the first macroblock in the packet is read.  A search is then performed to find the Resync Marker corresponding to the next packet, and the first macroblock index is read for that packet as well.  These two pieces of data allow calculation of a range of macroblock indices for the current packet (necessary to do forward and backward decoding).  If the last macroblock in the header information cannot be determined, a forward decode can be done, but the backward decode is skipped.  The bitstream is then rewound to the start of the header data, and the header data is decoded in the forward direction.  If an error is detected (i.e. an invalid MCBPC is decoded), the forward decode is halted.  A search is performed for the Header Marker, and a decode then is done in the reverse direction.  If an error is detected, the decode stops.  To obtain the best possible reconstruction of the header data, forward decoded data is used until the point at which it halted, and the rest is completed with backward decoded data (provided it is available).  If the decodes failed too early to achieve any overlap, the packet is thrown out.





The motion field is decoded similarly.  First, a forward decode is done.  Then the motion segment is decoded in the backward direction, using the last absolute motion vector field to obtain absolute values.  As before, the two sets of results are used to assemble one final set of motion vectors, but if the decodes do not overlap, the vectors are set to be what they were in the previous frame.





The DCT is decoded in the forward direction only, since RVLCs are not used.   If an error is detected in the DCT data, the decode is halted and the current packet is discarded.





Issues


To simplify the simulations, Picture Start Codes were still used (though they had to be lengthened to 25 bits to avoid emulation), though this may not be necessary in the long run.  There is no longer a need for start codes when using the proposed segmented structure.  One solution to the unnecessary overhead imposed by them would be to embed the picture layer data in a fixed length field within the new packet structure when a “first macroblock index” field value of 0 is decoded, indicating that the packet is the first in the frame. 





Results


Since the work performed so far is still in a preliminary stage, the best way to illustrate the advantage offered by the proposed segmented error resilient mode is through the gain in information decoded as a result of using RVLCs and doing forward/backward decoding.  The following results are from 33 encoded frames of the specified sequence.  Errors were applied directly to the video stream since, at this point, consideration of packet loss is not yet important.  It should be pointed out that a recovered header consists of a COD and an MCBPC (if necessary).





Table 1:  Effects of Forward/Backward decoding for DECT1 channel (BER: 1.8E-2)


Sequence Name�
Additional Motion Vectors Recovered�
Additional Macroblock Headers Recovered�
�
Carphone�
4/2716�
86/2561�
�
Coastguard�
69/4546�
110/2672�
�
Mother/Daughter�
24/2070�
0/2868�
�



Table 2:  Effects of Forward/Backward decoding for DECT2 channel (BER: 1E-3 FIX)


Sequence Name�
Additional Motion Vectors Recovered�
Additional Macroblock Headers Recovered�
�
Carphone�
20/4196�
66/3231�
�
Coastguard�
10/5822�
37/3238�
�
Mother/Daughter�
0/2362�
0/3168�
�



Though these results may appear to be inconsistent, it is important to consider that they are the result of only one trial.  The amount of data recovered depends largely on where the errors appeared in the file.  However, it is clear that, in general, a significant amount of information can be recovered through the use of forward/backward decoding.  





Comments


We have demonstrated that the use of RVLCs and forward/backward decoding allows more data to be recovered from data segments that use them.  However, when this technique is used on only two of the three segments, performance is degraded due to the difference in resilience between the forward/backward decoded segments and the DCT segment.  We are often confronted with having header and motion vector data without any residual DCT to go with it.  At this point, we can either throw out the entire packet, or display the data as is.  Displaying the bit stream in this state causes serious blurring, and the stored reference frame at the decoder becomes corrupted.  Throwing out the packet is a solution no better than the strategy used in the baseline UBC decoder.  As a result, it seems a logical step to RVLC encode the DCT information as well.  
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