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Introduction





In the last three Q15 meetings we presented an Adaptive Quantization Scheme for H.263++ (documents q15a49, q15b42, q15c34). The adaptive quantization scheme was presented in detail and results of the performance of this scheme were shown on several sequences. In this document we present a reduced complexity version of the adaptive quantization scheme. This scheme uses a reduced subset of quantizers for adaptive quantization. In the original scheme we had 15 quantizers from which one was chosen on a macroblock basis. The information regarding the choice of quantizer was transmitted to the decoder as an overhead on a macroblock basis. In this document we present the results for the case where we use only 4 quantizers in the adaptaion mechanism. In the earlier reported results, there was a bug in the reference  encoder. The reference encoder was not using the encoder equations specified in the Test Model. This bug has been corrected in the results reported in this document. We also present some other complexity reduction techniques for reducing the encoding time for the Adaptive Quantization scheme. The Adaptive Quantization scheme has been independently cross validated by Samsung Electronics, Korea.





Reduced State Adaptive Quantization in H.263+ framework





Adaptive Quantization scheme utilizes a set of multiple quantizers (distinct set of reconstruction levels) which can be changed on a macroblock basis. In the earlier results presented (q15a49, q15b42), we had used 15 distinct quantizers to perform the adaptation. The encoder chooses the best quantizer based on an entropy constraint on a macroblock basis and the index of the chosen quantizer is transmitted to the decoder as a side information (as described in document q15c34). In this document we reduce the number of quantizers to 4. After many experiments, these four quantizers were seen to occur most frequently during the adaptive quantization process. The four quantizers chosen are thus a subset of the original 15 quantizers proposed earlier. The reduction in the number of quantizers serves two purpose: (a) it reduces the encoding complexity since the number of quantizers to be searched goes down from 15 to 4, and (b) it reduces the overhead bits from 4 bits per coded non-zero block to 2. All other things remain the same. The same 3-D Huffman Table which was used for the 15 quantizer case can be used for the 4 Quantizer Adaptive Quantization scheme. This means that the original modified 3-D Huffman tables are quite robust. 





The four chosen quantizers are given by:


|R_{0}| = {0, (3*QP-(), (5*QP-(), (7*QP-(), …..,(255*QP-()}


|R_{1}| = {0, (4*QP-(), (6*QP-(), (7*QP-(), …..,(255*QP-()}


|R_{2}| = {0, (1*QP-(), (6*QP-(), (7*QP-(), …..,(255*QP-()}


|R_{3}| = {0, (5*QP-(), (6*QP-(), (7*QP-(), …..,(255*QP-()}


where ((1 if QP is even or (=0 if QP is odd. Note that R_{1}, R_{2} and R_{3} are respectively the quantizers R_{7}, R_{9}, and R_{14} in the original formulation (q15a49, q15b42, q15c34). These quantizers are chosen over others because they occur most frequently when adaptive quantization is being used.  





Syntax and Semantics Changes for Reduced State Adaptive Quantization





 To include this adaptive quantization mode as an option in H.263++ one bit must be added to the PLUSPTYPE field of the picture header. When we are using this mode, both INTRA as well as INTER macroblocks will be quantized using the set of multiple quantizers. The only exception will be when Advanced Intra Coding mode is on and we are dealing with an INTRA macroblock. Since advanced intra coding is meant to do efficient quantization of INTRA macroblocks, we propose not using adaptive quantization in this case. 





For each macroblock a fixed length code of 2 bits is transmitted to indicate which of the 4 quantizers R_{I} is being used for decoding of the macroblock. To reduce the overhead bits, we transmit these overhead bits only when there is a non-zero block in the given macroblock (CBP !=0). This should be specified in the decoder. That is, the standard must specify this in the semantics of the decoder. When Adaptive Quantization scheme is being used the coefficient coding is done in the same way as in the original H.263 quantization. However, a new 3-D VLC table is used for Adaptive Quantization Entropy Coding of (Level, Run, Last). This is necessary because the distribution of (Level, Run, Last) in Adaptive Quantization varies significantly from the case when original H.263 quantization is used. 





Whenever Adaptive Quantization is used, for decoding of a macroblock the first step consists of determining the quantizer R_{I} being used by decoding the 2 bit fixed length code, whenever available. Once the quantizer is determined, the reconstructions levels are obtained from the Levels as follows:





For INTRA DC case:  Rec = Level*8;


For all other cases: 	|Rec| = R_{I}[|Level|], Level =0,1,..127;


where R_{I}[.] is the array of alphabets for quantizer R_{I}, and |Level|, the magnitude of Level, is the index to that array. 


The actual reconstruction level is given by: Rec = |Rec|* sign(Level).





Level is obtained by decoding the corresponding 3-D VLC code for (Level, Run, Last). The 3-D VLC table is designed for combinations of (Level, Run, Last)  by an off-line training procedure. During training the adaptive quantization scheme is used and the probability of occurrance of each event (Level, Run, Last) is calculated. This probability is then used to generate the 3-D tables. 





Summarizing, the following changes are required to adopt the Adaptive Quantization Scheme as a separate Annex  into the syntax of H.263++:





One bit in PLUSPTYPE field of the picture header to indicate whether this scheme is being used or not. If it is being used, we follow the steps of decoding as described earlier in this document. The adaptive quantization scheme is used for all macroblocks (INTRA and INTER). If advanced INTRA coding mode is ON, we don’t use adaptive quantization scheme for INTRA blocks. 


A 2 bit fixed length code in the Macroblock header to indicate which of the 4 quantizers R_{I} is being used. This 2 bit overhead is transmitted only when CBP is non-zero for the given macroblock (after quantization). This must be specified in the semantics of the decoder. Also, the overhead bits are to be placed just after the DQUANT bits in the macroblock header, and just before the motion information. 


Using the new 3-D VLC table to decode the Event (Level, Run, Last) for each macroblock, and then using the reconstruction equations as described earlier.





Complexity Reduction for Adaptive Quantization





In this section we discuss methods to reduce the computations in implementation of the Adaptive Quantization scheme. The decoding for Adaptive Quantization scheme is very simple. When Adaptive Quantization is being used, the decoder just needs to decode the Quantizer Index (whenever necessary) and then do the inverse quantization as a table look up operation as specified in the previous section. The encoding complexity, however, increases by a significant amount since we need to search for the best entropy constrained solution among the given number of quantizers (R_{I}). Also, there is a second level of entropy constraint which is done to choose the best level for different block coefficients when a particular quantizer is being used. In the following we outline some methods which enable us to significantly reduce the encoding complexity of Adaptive Quantization scheme. 





Intelligent Pre-Quantization


This scheme, which we describe in Q15-D-35, gives a method to determine whether a block is going to be zero (meaning all the coefficients of the block are identically zero) after quantization.  By using this method we can eliminate the quantization step for all the blocks which are zero after quantization. The number of blocks which we can detect by this method vary from around 50-70% of the total blocks. Thus, we can reduce upto 70% complexity in the quantization step. Note that a slight modification of thresholds (from what is described in Q15-D-35) may be required for optimum performance in conjunction with Adaptive Quantization.





(B) Reduction in Number of Quantizers


By reducing the number of available quantizers which we adapt from at the encoder, we reduce the required amount of search per macroblock. In the original formulation we had proposed using 15 quantizers for adaptation. For reducing the encoder complexity, with minimal loss in performance, we now use the 4 most used quantizers in the adaptation process.





(C) Short Cut for Level Optimization for a given Quantizer


As described in q15a49, while doing adaptive quantization, for each quantizer Rk, for each incoming block X, for each coefficient xj,  we choose the level yi that minimizes the modified distortion: (xj-yi)2 + l2.ri, where ri is the rate associated with yi, and l2 is a design parameter. Since for the all the quantizers Rk  the levels yi are same for i=3..127, we can, for choosing the quantizer Rk, base our decision only on the modified distortion (given above) for levels I=0 to I=3. All the levels above give same distortion for a given coefficient. By doing this we reduce the number of search points, while searching for the best quantizer, from 128 to 4. 





(D) Entropy Constraint Parameter Determination: Choice of (’s


In the Adaptive Quantization Scheme there are two parameters which determine the choice of Quantizers and also the overall rate-distortion trade off. The first one (l2), as described above, is used in the choice of the best level for quantization of a coefficient for a given quantizer Rk. There exist fast parametric ways to determine l2. The exact method for fast l2 determination is implementation dependent. That is, some methods might work well for a particular implementation and not so good for another implementation. 





The second parameter l1  determines the choice of the quantizer Rk. For each macroblock we choose the quantizer Rk which minimizes the functional Dk + l1. rk, where Dk and rk are the distortion and rate incurred in quantizing the macroblock with the quantizer Rk. The parameter l1 is insensitive to overall rate once l2 has been correctly determined. We keep l1 to a fixed value of 2, and thus there is no additional computational cost associated with l1 determination. 
































Results for Reduced State (4 Quantizer) Adaptive Quantization





The following table summarizes the results (Y PSNR (dB), Overall Bitrate (Kbps)) for 4 Quantizer Adaptive Quantization Scheme. The results for Adaptive Quantization are based on a fixed value of the parameter l2  for both INTRA as well as INTER frame. This is the simplest implementation. However, best results are obtained by choosing a different l2  for INTRA and INTER frames, and also adapting it on the fly within a frame, if possible. 





Table 1:  QCIF Resolution, 4 Quantizer Adaptive Quantization





Sequence�
(QP, Frame Rate)�
Original Qntzr�
Adaptive Qntzr�
�
Carphone�
(16, 8.33 Hz)�
30.21dB,25.90 Kbps�
30.41dB,24.62 Kbps�
�
Carphone�
(16, 12.5 Hz)�
30.22dB,35.20 Kbps�
30.36dB,33.12 Kbps�
�
Carphone�
(16, 25 Hz)�
30.23dB,57.61 Kbps �
30.36dB,54.22 Kbps�
�
Coastguard�
(16, 8.33 Hz)�
28.26dB,38.14 Kbps�
28.53dB,37.44 Kbps�
�
Coastguard�
(16, 12.5 Hz)�
28.36dB,46.95 Kbps�
28.56dB,45.65 Kbps�
�
Coastguard�
(16, 25 Hz)�
28.48dB,64.08 Kbps�
28.58dB,60.20 Kbps�
�
Foreman�
(16, 8.33 Hz)�
29.59dB,40.62 Kbps�
29.73dB,37.83 Kbps�
�
Foreman�
(16, 12.5 Hz)�
29.59dB,50.18 Kbps�
29.71dB,46.85 Kbps�
�
Foreman�
(16, 25 Hz)�
29.63dB,65.01 Kbps�
29.71dB,60.02 Kbps�
�
Akiyo�
(16, 8.33 Hz)�
31.87dB, 6.29 Kbps�
31.81dB, 5.84 Kbps�
�
Akiyo�
(16, 12.5 Hz)�
31.82 dB, 7.61 Kbps�
31.78 dB, 6.91 Kbps�
�
Akiyo�
(16, 25 Hz)�
31.88dB,11.06 Kbps�
31.76 dB, 9.79 Kbps�
�



Table 2:  CIF Resolution, 4 Quantizer Adaptive Quantization





Sequence�
(QP, Frame Rate)�
Original Qntzr�
Adaptive Qntzr�
�
Carphone�
(16, 8.33 Hz)�
33.93dB, 80.25Kbps�
34.05dB,77.05Kbps�
�
Carphone�
(16, 12.5 Hz)�
34.01dB,105.71Kbps�
34.10dB,101.44Kbps�
�
Carphone�
(16, 25 Hz)�
34.10dB,178.29Kbps�
34.17dB,171.79Kbps�
�
Coastguard�
(16, 8.33 Hz)�
31.51dB,105.26Kbps�
31.71dB,101.71Kbps�
�
Coastguard�
(16, 12.5 Hz)�
31.67dB,124.06Kbps�
31.82dB,119.08Kbps�
�
Coastguard�
(16, 25 Hz)�
31.89dB,172.49Kbps�
31.92dB,162.52Kbps�
�
Foreman�
(16, 8.33 Hz)�
33.45dB,121.79Kbps�
33.52dB,115.97Kbps�
�
Foreman�
(16, 12.5 Hz)�
33.47dB,150.23Kbps�
33.54dB,143.13Kbps�
�
Foreman�
(16, 25 Hz)�
33.51dB,213.24Kbps�
33.55dB,202.42Kbps�
�









Conclusion and Cross Validation Work





In this document we presented a reduced complexity version of the adaptive quantization scheme. The syntax and semantics for adoption into next revision of H.263 (H.263++) were presented.  The performance of adaptive quantization scheme improves when more and more blocks are quantized and are non-zero after quantization. This is related to the fact that whenever there are more quantized blocks, adaptive quantization is used more frequently, resulting in better performance. Adaptive Quantization Scheme described in this document results around 10% savings in bit rates at same PSNR and subjective quality. 





Adaptive Quantization scheme as described in this document has been cross validated by Samsung Electronics, Korea. Bitstream exchange has been successfully completed. 
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