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Question 15/16:	Advanced Video Coding



Working Party 3/16 addressed Question 15/16 under the chairmanship of Mr. Gary Sullivan (PictureTel/USA).  The video coding area (Q.15/16) within WP3 currently has two ongoing primary projects.  The first of these projects consists of the development and standardization of new optional enhancements to the Recommendation H.263 video codec standard for real-time telecommunication and related non-conversational services.  The first set of such enhancements, known as “H.263+” or as H.263 version 2, was decided by Study Group 16 early in this meeting (prior to any meetings of Q.15/16 as a distinct entity).  Q.15/16 also plans to continue to develop further enhancements to H.263 as a future work item, now known as “H.263++”.  The second ongoing project of Q.15 is currently known as H.26L, and consists of a development effort intended for identifying new video coding technology beyond the capabilities of incremental enhancements to H.263, for longer-term standardization.  The H.26L project is reaching a significant milestone at this meeting in the issuance of a “call for proposals” for algorithms suitable for consideration.  In addition to this focus on future needs, Q.15/16 is tasked with maintaining any needs regarding the existing prior video coding standards (H.261, H.262, and H.263, and presumably H.120, as necessary).  A report on the activities undertaken in regard to Q.15/16 at this SG16 meeting is included in the sections below.



Mr. Michael Zeug has found it necessary to decline his prior leadership of the H.26L project and to decline the offer of Associate Rapporteur designation.  Mr. Keiichi Hibi has accepted the position of Associate Rapporteur and is now leading the H.26L project.  The Q.15 efforts in the future will continue under the principal leadership of Rapporteur Gary Sullivan.  The Q.15 group also wishes to designate Mr. Sullivan specifically as a Liaison Officer to ISO/IEC JTC1/SC29/WG11 (MPEG) for coordination and communication regarding the relationship of future video standardization activity in MPEG with that in SG 16.



Documentation



Input Documents



White Contributions

Number�Source�Title��COM 16-001-E�TSB�Text of questions��COM 16-026-E�Rapporteur�Draft text Recommendation H.263 Version 2 (“H.263+”) for decision��COM 16-030-E�Rapporteur�Proposed Amendments 3 and 4 to the common text Recommendation H.262|ISO/IEC 13818-2 (MPEG-2 video)��

Reports

Number�Source�Title��COM 16-R019�SG 16�Report of Working Party 3/16 (Signal Processing) - Part I: General��COM 16-R020�SG 16�Report of Working Party 3/16 (Signal Processing) - Part II.B - Determined draft revised or new Recommendations��

Delayed Contributions: None



Temporary Documents

Number�Source�Title��TD (P) 06�Assoc. Rapp. Q.16/16�More Public Relations on SG 16 is required��TD (P) 25�Rapporteur�Editorial Corrections to H.263V2 (H.263+) in COM 16-26��TD (P) 25 Cor�Rapporteur�Corrigendum to TD (P) 25��TD (P) 33�TSB�Database for Recs. of SG 16��TD (P) 48�Assoc. Rapp. Q.16/16�ISO/IEC MPEG-4 Issues��TD (G) 01�Rapp. Q.9/16�Space-variant resolution for sign-language and lip-reading H.263 coding��TD (G) 05�ITU-R WP11A�New Question: Generic bitrate reduction coding of digital TV signals (SDTV, EDTV, and HDTV) for contribution, for primary and secondary distribution, for emission, and for related applications��TD (G) 06�ITU-R WP11A�Assessment and optimization of quality of color reproduction in television��TD (G) 07�ITU-R WP11A�Adaptive Image Quality Control in Future TV Systems��TD (G) 08�ISO/IEC JTC1/SC29�LS re: Coding of audio, picture, multimedia, and hypermedia information��TD (G) 10�ITU-T WP3/11�LS re: IMT2000 family concept and IMT2000 phases��TD (G) 13�Rapp.Q.13 & Q.15/16�New H.225.0 Annex for H.263+ RTP packetization��TD (G) 16�Rapp. Q.9�Sign language video test sequences “Irene” and “Rosen”��TD (G) 20�Chair (3/16)�Notes on IMT-2000 and TG 8/1��TD (G) 23�Chair EDH/16�Electronic access to SG 16 documentation��TD (G) 26�Rapp. Q.9�Draft application profile: Low bitrate video coding for sign language and lip reading conversation��TD (3/16) 06�Rapporteur�Q.15 Sunriver meeting report Sept. 8-11, 1997��TD (3/16) 07�ITU-R TG 8/1�LS re: Speech and multimedia coding for IMT-2000��TD (3/16) 08�Rapporteur�Q.15 Portland meeting report June 24-17, 1997��TD (3/16) 09�Rapporteur�Summary of Q.15 activities & agenda items��TD (3/16) 10�Rapporteur�Q.15 Eibsee meeting report December 2-5, 1997��TD (3/16) 11�Rapporteur�Draft call for proposals for H.26L video coding��TD (3/16) 16�Chairman�Agenda and workplan for WP 3/16��TD (3/16) 22TD (3/16) 23�Chairman�Document assignment list for WP3/16��TD (3/16) 29�ISO/IEC JTC1/SC29�General workplan for MPEG-4 verification tests��

Output Documents



Number�Source�Title��TD (3) 46�Rapporteur Q.15�LS Re: New Bit Rate Reduction Question ITU-R 207-2/11��TD (3) 45�Rapporteur Q.15�LS Re: ITU-R WP11A work on adaptive image quality control and the assessment and optimization of the quality of color reproduction in television��TD (3) 47�Rapporteur Q.15�Q.15/16 meeting report (Geneva, Jan.26-Feb.6, 1998)��

Summary



The H.263+ project reached completion at this meeting with the decision of Version 2 of Recommendation H.263, consisting of COM-16-026 with editorial changes as provided in TD (P) 25 and a corrigendum issued for TD (P) 25.  The draft amendments 3 and 4 to Recommendation H.262|ISO/IEC 13818-2 (MPEG-2 video) were decided, consisting of COM-16-30 without alteration.  The H.26L project reached an important milestone at this meeting with the issuance of the H.26L “Call for Proposals”, which is attached in Annexes Q15.B through Q15.E to this report.



Results



The Q.15/16 group adopted the following agenda:

Review and approval of the agenda	[TD (3/16) 9]

Review of status report and interim meeting reports	�	[TD (3/16) 9], [TD (3/16) 8], [TD (3/16) 6], [TD (3/16) 10]

Organizational Items

Allocation of documents	[TD (3/16) 22]

Review of Incoming Liaison Statements

From ITU-R WP11A	[TD (G) 5], [TD (G) 6], [TD (G) 7]

From ISO/IEC SC29/WG11	[TD (G) 8]

From IMT-2000	[TD (G) 10]

Review and decision of Amendments 3 and 4 H.262|ISO/IEC13818-2� (MPEG-2 video)	[COM-16-30]

Review and decision of H.263+ [COM-16-26], [TD (P) 25], [TD (P) 25 Cor.]

Deployment and support of H.263+

H.263+ in H.320 (& H.242)	[None]

H.263+ in H.324 (& H.245)	[None]

H.263+ in H.323 (& RTP in H.225.0)	[TD (G) 13]

H.263+ Test model, software, and bitstream exchange	[None]

Planning and work on H.263++	[None]

Planning and work on H.26L	[None]

Issuance of Call for Proposals on H.26L	[TD (3/16) 11]

Study of key application demands (e.g., signing)	�	[TD (G) 1], [TD (G) 16], [TD (G) 26]

Coordination with other Questions and Organizations

Liaison designations and outgoing liaison statements

Plans for future work



Status and Interim Reports



Q15 held three interim experts group meetings since the last meeting of SG16.  The status and results of those meetings were reported [TD (3/16) 9], [TD (3/16) 8], [TD (3/16) 6], [TD (3/16) 10].  Q.15 wishes to extend its thanks to Intel Corporation and to Siemens AG for their generous help given to our group by their hosting of our interim meetings.

Version 2 of Rec. H.263 (“H.263+”)



We are pleased that Version 2 of Recommendation H.263 was decided early in the SG meeting (prior to any meetings of Q.15 as a distinct entity).  The decided version consists of document COM-16-26 as revised by TD (P) 25 and a corrigendum issued to TD (P) 25.  This completes a major project for our activity.

Amendments 3 and 4 to Rec. H.262|IS 13818-2 (MPEG-2 video)



We are pleased that Amendments 3 and 4 to the common text Recommendation H.262|IS 13818-2 (MPEG-2 video) were decided early in the SG meeting (prior to any meetings of Q.15 as a distinct entity).  The decided version consists of document COM-16-30.



Deployment and support of H.263ver2



We noted that work is under way in other groups toward the adoption of H.263 version 2 into the system-level terminal standards, and that we wish to help as much as we can with that process.  We believe that full support of H.263+ will be decided in H.245v3 and H.324 at this meeting.  We have helped develop and submit an RTP payload packetization for H.263+ that we believe will be determined at this meeting as an annex to H.225.0 (most likely in the form of a reference to an IETF RFC once the number is available) [TD (G) 13].  We hope that the work toward adoption of H.263+ into H.320 and H.242 will progress toward determination in September.

Test model, software, and bitstream exchange



No documents were submitted which directly affect the test model, software development, or bitstream exchange activities.  However, we consider these to be an important part of our work, and a few comments arose during the meeting which affect these areas.



First, we are glad to hear that bitstream exchange is under way between an implementation of H.263 and the MPEG-4 software, and that the initial bitstream exchanges have been successful.



Second, we note that we have not yet managed to issue a new version of our test model reference encoder description document, but the small number of deficiencies noted in it within our last meeting report remain.  We continue to have a goal toward continuous measurable improvement in our test model reference encoder description, hopefully achieving a 1 dB performance improvement or better relative to TMN9.



Finally, it was remarked that the test model document seems to make no mention of rounding control or the use of RTYPE.  It should state that RTYPE is, for example, set to 1 on any Intra picture and that RTYPE is always negated in each predicted picture relative to its value used in its temporally-previous reference picture.

Planning and Work on H.263++



The current workplan of the H.263++ project is provided in Annex Q15.A.



The group discussed the current status of work on H.263++ and recalled four key technical areas that have been shown to the group in this category that appear to be promising for further investigation:

Data partitioning with reversible VLCs (e.g., Villasenor et al)

4x4 MC+DCT (e.g., Bjontegaard)

Adaptive quantization (e.g., Bist)

Long-term/Background memory (e.g., Wiegand et al)



However, although these areas appear worthwhile for investigation, none of them have appeared to be fully mature yet in terms of having both a sufficiently stable technical content proposal and a high level of proven effectiveness and necessity confirmed by an independent implementation experiment.  Although the necessary justification for some of these proposals may yet arise, it appears that there is a possibility that we will not actually create a first draft of H.263++ at our next meeting.  Even if this occurs, we presently plan to keep the rest of the scheduled target dates as planned.

Planning and Work on H.26L



The current workplan of the H.26L project is provided in Annex Q15.A.  The H.26L project appears to be on track, and will continue to be led by our Associate Rapporteur, Mr. Keiichi Hibi.

Call for Proposals for H.26L



Based on TD (3) 11, the group has approved of issuing a Call for Proposals for the H.26L project.  The Call for Proposals appears as Annexes Q15.B through Q15.E to this report.  Some aspects of the conditions for simulation experiments may need further refinement prior to the planned November proposal evaluations.  The group agreed that the possibility of such changes should be noted in the call for proposals and that the refinement of these test conditions would be noted in the meeting reports of our future experts group meetings.  Some members also expressed an interest in having some examples of analysis of some algorithms by use of the specified delay model, in order to promote a better understanding of the model, especially when encoder processing time is not negligible but some bits are being delivered to the channel during encoding.  One such example could be test model operation using P pictures operating over a fixed bit-rate channel, and another could be operation on a LAN environment (allowing bursty use of the channel rather than a fixed bit rate flow).

Study of Key Application Demands (e.g., signing)



The group discussed the needs of video coding application to sign-language and lip-reading use.  The group discussed an intent to draft an “application profile” to guide our work in this area, considering the strong needs for high-quality, high-frame rate video for this use, and two video test sequences were offered for use by the group in video codec experiments [TD (G) 16].  An interest was expressed in investigating what bit rates were needed for moderate and good levels of quality for encoding the new signing test sequences using an example encoder such as the current test model of the Q.15 experts group. A draft application profile was later provided by the Q.9 rapporteur [TD (G) 26].



The group received a description of a new type of video source format termed space-variant resolution [TD (G) 1], in which the pixels in the coded picture do not represent an equally-spaced rectangular sampling grid.  Instead, the pixels form a sort of polar-coordinate sampling grid in which more pixels are devoted to the center of the picture.  The design is reportedly addressed toward sign-language and lip-reading applications.  In response the group seeks a demonstration of the performance of such an approach relative to what can be achieved by use of existing standards without alteration, in particular judging performance relative to space-varying bit-rate optimization within current standards.  A considerable perceptual benefit must be seen in order to adopt customizations for such sensors and displays.  The proposal did not include information concerning whether intellectual property rights were claimed for this new technology.  It was noted that even if this feature is not specifically adopted into H-series terminals, non-standard capabilities could be negotiated to support this proposed use.

Coordination with other Questions and Organizations



See also the sections on test model, software, and bitstream exchanges, the section on deployment and support of H.263ver2, and the section below on liaison statements.

Compatibility between MPEG-4 and H.263



The issue of compatibility with MPEG-4 was discussed.  Following is our understanding of the status of incompatibilities in MPEG-4 with H.263.  We are pleased that MPEG resolved in Stockholm to consider compatibility between the MPEG-4 video committee draft and ITU-T Rec. H.263.  We believe that since the drafted core syntax of MPEG-4 video already corresponds very closely to H.263, it will be beneficial to those interested in using either of these important standards if full compatibility can be achieved for this core syntax. For this reason, we strongly request that MPEG make full H.263 “baseline” compatibility a requirement of all MPEG-4 video decoders.



We have studied the MPEG-4 visual CD (MPEG document N1902) and our understanding is that only a few minor changes to it are needed in order to achieve strong compatibility.  The precise nature of those changes is described below.  Due to the minor nature of the differences, we strongly request to MPEG having a requirement that all MPEG-4 video decoders be capable of decoding the H.263 “baseline” video bitstream syntax.  The results of the discussions were reviewed by WP 3/16 and forwarded to Q.16/16 for a consolidated SG 16 liaison statement on the issue.

H.263 Encoding with MPEG-4 Decoding



We have found only a few very minor alterations to MPEG-4 which would need to be made to ensure the capability for the decoding of H.263 bitstreams (using baseline or advanced prediction operation) by an MPEG-4 decoder.

Header support (the format of the picture, GOB, and EOS headers).

Altering the entropy coding of INTRA Coefficients, by

Allowing luma INTRA AC coefficients to be coded with the same TCOEF VLC table as for INTER.

Adding a (small) FLC table to define INTRA DC inverse quantization (12 lines of text in table body).

Using the “type 3” DCT coefficient escape code (implicitly) without its “11” suffix.



(Note: Item 3 of this list seems to have been arisen after the draft which was available in Stockholm when the incompatibility issue was studied and MPEG’s resolution on this topic was made (N1642 VM7 from Bristol). The CD is actually self-contradictory on this topic, with the paragraph at the end of Section 7.3.1.2 saying the H.263 method is used, in contradiction of the text of the next section (Section 7.3.1.3).  The alteration seems to have first appeared in some form in Stockholm’s N1796 VM8 and then to have been altered again in the creation of the Fribourg N1902 CD. The recent alterations and the self-contradiction in the CD appear to explain why we did not find this particular problem sooner.)



We believe that it should be specified that there are two video header formats in MPEG-4, one of which is MPEG-4’s more full-featured header format, and an alternative (H.263v1-style) header format.  When the H.263 header format is used, the other two changes would be implied.  We note that successful bitstream exchanges are already under way toward achieving strong compatibility. The section of the MPEG-4 specification that describes the use of the H.263 header format should state that when the H.263 header format is in use, the video bitstream is compliant with Rec. H.263.

MPEG-4 Encoding with H.263 Decoding



There are many features of an MPEG-4 encoder that it has the freedom to choose whether to use or not.  If the above aspects are harmonized and a couple of such features are not used, this will also enable the decoding of MPEG-4 bitstreams by an H.263 decoder (the flip side of the compatibility coin).  This requires only:

Unless advanced prediction (OBMC) is also used, not sending two types of motion-related codes:

motion vectors which require extrapolation of the picture boundaries, or

macroblock type codes using four motion vectors



If MPEG-4 adopts the changes listed in the previous section, we advise that it should be required that these restrictions of choices are also in effect when the H.263-style header format is in use.



Liaison Statements



The group drafted a liaison statement to send to ITU-R WP11A regarding their new Question on the topic of bit rate reduction processing [TD (P) 46].  We expressed interest in their question and discussed considering adding work items to our agenda to fulfill the needs on this topic.



The group drafted a liaison statement to ITU-R WP11A regarding their work on the topics of adaptive image quality control and the assessment and optimization of the quality of color reproduction in television [TD (P) 45].



The group also contributed toward a liaison statement to be sent to ISO/IEC SC29 to encourage compatibility between ITU-T Rec. H.263 and the MPEG-4 video codec under development and toward a liaison statement to be sent to the IMT-2000 project.





SENT��TD

/16�

Topic/Title�

To�

Purpose�Q./16

Assigned��

46�LS Re: New Bit Rate Reduction Question ITU-R 207-2/11�ITU-R WP11A�Reply�15/16��45�LS Re: ITU-R WP11A work on adaptive image quality control and the assessment and optimization of the quality of color reproduction in television�ITU-R WP11A�Reply�15/16��

Future work



The basic schedules for our future work are outlined in Annex Q15.A.



One issue that we want to make clear is that technical proposals are welcome at our Study Group meetings in Geneva.  Some Q.15 participants have been under the impression that the Study Group meetings are strictly for procedural matters and inter-Question coordination.  This is not the case, and we hope that more of our experts will bring themselves and their work to the Study Group meetings in the future, rather than depending on the rapporteur’s group meetings.  We are hoping that our planned reduction in the number of video coding meetings planned in the future from three to two interim meetings will encourage more contributions to Study Group meetings.



Another issue brought up repeatedly in discussions of our future work is the need for use to not focus exclusively on the low end of the bit rate range and on low frame rates.  We wish to encourage contributions that relate to the study and/or standardization of features for high bit rates (in particular, a sentiment was expressed that interlaced video be given more attention, and others commented that for sign language and lip reading applications the needs are unlikely to be adequately fulfilled by operation under such conditions as 10 frames per second and low resolution).



The experts from Question 11 have asked to collaborate closely with us regarding the use of video communication on mobile networks.  We hope to make progress toward that goal of coordination coordinating closely with Q.11 experts at our rapporteurs group meeting in Tampere in April.  We expect to soon depart from recent tradition in that we expect Q.11 to typically hold its meetings separately from Q.15 (most likely having the terminal system standardization groups Q.11 through Q.14 meeting together, with Q.15 meeting elsewhere).



The primary means of document distribution within the Q15/16 Video Coding Experts Group is electronic, and our documents can be found on an ftp site that is maintained by Gary Sullivan of PictureTel:

	ftp://standard.pictel.com/video-site

This information is also linked to PictureTel’s broader standards web site:

	http://standard.pictel.com/

The group conducts its email conversations over an email reflector that is graciously maintained by Michael Zeug of Iterated Systems:

	itu-adv-video@listserv.iterated.com

Requests for subscriptions and “unsubscriptions” for this email reflector should be sent to the list manager:

	itu-adv-video-request@listserv.iterated.com

The address of the email reflector maintained within the TIES system (tsg16q15@ties.itu.int) is included in the addresses for email to the itu-adv-video list as well, to ensure that those subscribing to the ITU-maintained list receive all group communcations.



We plan two interim rapporteur’s group meetings between the January ‘98 and the September ’98 meetings of SG 16.  These plans are shown below.  The group plans to also continue the ad-hoc activities created at the Eibsee meeting and described in the report of that meeting (H.263+ bitstream verification, H.263+ packetization, video coding for sign language and lip reading use, H.263+ in H.320, consideration of simulation conditions and evaluations, achieving compatibility between MPEG-4 and H.263, test model enhancement and software development, H.263++ development, and H.26L development).  Nokia has offered to host the first of the two interim meetings in Tampere, and we are seeking a host for the second of these two meetings.  Judging by the level of interest in our prior work, we are expecting attendance at the two interim meetings of perhaps 25-30 people (generally widely scattered in geographical representation).





Tentative Dates�Tentative Host/Place�Question�Detailed agenda items��21-24 April ‘98�Nokia / Tampere, Finland�15�Coordination of video coding needs for Q.11-14/16 standards

Study of H.263v2 capabilities and limits

Particular study of video coding for packet network and mobile applications

Coordination of relationship with video coding technology in ISO/IEC JTC1 SC29/ WG11

Further the work toward “H.263++” extensions for future determination, with possible drafting of H.263++ extensions for adoption

Further the work toward H.263L long-term coding standard

Consideration of video coding needs for non-conversational services

Consideration of video coding needs for users of sign-language and lip-reading

Maintenance of existing ITU video coding standards (H.120, H.261, H.262, H.263)

Consideration of other business as necessary for Q.15/16

Consideration of technology for compressed digital-to-digital video format bit rate reduction

Other business as necessary for Q.15��June or July ‘98�Host to be arranged�15�Continuation of agenda items shown above for April meeting��



�Annex Q15.A �Terms of Reference for Advanced Video Coding Activities





			



Q15.A.1  Scope

The goal of this Question is to produce advanced moving image coding methods appropriate for conversational audio/visual services.  However, moving image coding should also consider applications for non-conversational services.  This Question will focus on advanced techniques leading to significant quality and performance improvements.  Video coding standardization needs will be investigated for multimedia systems without regard to transport type (GSTN, N-ISDN, B-ISDN, LAN, Mobile).  The Question will also include maintenance issues regarding existing video coding standards.



Q15.A.2  Current Projects

Two advanced video coding projects designated as H.263++ and H.26L have been developed:

H.263++ is to improve the performance of H.263 by means of incremental extensions to the H.263 algorithm.  The target date for decision of H.263++ extensions is around late in the year 2000.  The workplan schedule for the H.263++ project is shown below.

H.26L will investigate new video coding algorithms with the objective of achieving a significant improvement in performance relative to the best available version of H.263.  The target date for decision of a new H.26L recommendation is around the middle of the year 2002.  The workplan schedule for the H.26L project is shown below.

The activities for this Question will continue the work on both H.263++ and H.26L.  Both of these activities relate closely to work being conducted within the MPEG-4 project of ISO/IEC JTC1 WG11/SC29, and should be coordinated closely with that effort, including liaison communication.



H.263++ Workplan

Meeting�Approx Date�Type�Milestone��a�24 Jun ‘97�Experts���b�8 Sep ‘97�Experts�Adoption of Workplan��c�2 Dec ‘97�Experts�Start of Significant Effort��d�26 Jan ‘98�SG16���e�21 Apr ‘98�Experts�First Formal Draft Adoptions��f�Jul ‘98�Experts���g�14 Sep ‘98�SG16���h�Nov ‘98�Experts�Last Formal Draft Adoptions��i�Jan ‘99�Experts���j�Mar ‘99�SG16���k�Jul ‘99�Experts���l�Nov ‘99�Experts�Final Draft for Determination��m�Feb ‘00�SG16�Determination��n�Apr ‘00�Experts�Bug-checking��o�Jul ‘00�Experts�Final Draft for Decision��p�Nov ‘00�SG16�Decision��

H.26L Workplan

Meeting�Approx Date�Type�Milestone��a�24 Jun ‘97�Experts���b�8 Sep ‘97�Experts���c�2 Dec ‘97�Experts�Modified Workplan Adopted��d�26 Jan ‘98�SG16�Issue Call for Proposals��e�21 Apr ‘98�Experts���f�Jul ‘98�Experts���g�14 Sep ‘98�SG16���h�Nov ‘98�Experts�1st Formal Evaluations��i�Jan ‘99�Experts�First Draft Text and Test Model��j�Mar ‘99�SG16���k�Jul ‘99�Experts���l�Nov ‘99�Experts�Final Major Feature Adoptions��m�Feb ‘00�SG16���n�Apr ‘00�Experts���o�Jul ‘00�Experts���p�Nov ‘00�SG16���q�Apr ‘01�Experts���r�Jul ‘01�Experts���s�Aug ‘01�SG16�Determination��t�Oct ‘01�Experts�Bug-Checking��u�Jan ‘02�Experts�White Document Generation��v�May ‘02�SG16�Decision��

Q15.A.3  Study Items

Advanced coding methods in order to achieve the following objectives:

methods to lower delay;

higher compression ratios;

improved picture quality;

robust operation in error prone environments (e.g., non-guaranteed-bandwidth packet networks or mobile wireless communication);

organization of the bit stream to support packetization;

methods to allow sub-rate streams to be easily mixed by MCU’s or terminals, including intra-only operation;

temporal and spatial alignment of streams of varying coding;

reduction of complexity;

additional features such as object coding and multi-view operation (as studied in MPEG-4).

Maintenance of existing H series video coding Recommendations, including H.120, H.261, H.262|ISO/IEC 13818-2, and H.263.

New video compression algorithms.

Variable Bit Rate coding.

Video coding needs for those using sign language and lip reading communication.

Video bit rate reduction for compressed-digital to compressed-digital processing.

The impact of colorimetry, video quality assessment, and quality control requirements on video codec development.

Impact of download coding.



Q15.A.4  Methods of Work

Work will be conducted via correspondence to the maximal possible extent, especially using email and ftp communication (per the SG16 EDH policy) and also possibly fax/or and written letters. Rapporteur’s group meetings will be conducted in the interim between meetings of Working Party 3 of Study Group 16 to further the work toward the above goals.  The projected schedule and agenda for these meetings is provided in section 4.2.5, and the target dates for future standardization within this Question are included in section Q15.A.2.  Liaison communication should also be conducted with ISO/IEC JTC1 SG11/SC29 as authorized by the Q.15 experts group during this period.



�Annex Q15.B �Call for Proposals for H.26L Project



			



The ITU-T SG16/Q15 ’Advanced Video Coding’ group has been very successful in the development of the H.263 low bitrate video coding standard and its subsequent revision. The revised Recommendation H.263, known informally as H.263+, which extends Recommendation H.263 by adding more functionalities as well as incorporating coding efficiency improvements, was approved by SG16 in January 1998.



However, Q.15/16 recognizes that there is still a potential need for a new video coding algorithm capable of delivering much improved video quality and covering functionalities not supported by existing standards(e.g. H.261, H.262, H.263/the revision of H.263) or standards under development (e.g. MPEG-4).  Accordingly, Q.15/16 has initiated a new generation video coding standardization activity, currently named H.26L, which targets these areas.  In particular, H.26L is expected to achieve a very significant gain in coding efficiency relative to that provided by prior standards.



Therefore, ITU-T Q.15/16 solicits technical proposals for the new H.26L video coding standard.



To achieve this goal, a list of requirements for H.26L has been defined to promote development of this new generation video coding algorithm, such that it should be superior in its performance to, and address areas not covered by, other video coding standards.  These requirements are presented in Annex Q15.E.



The enhanced functionality areas which should be supported by H.26L are currently identified as follows:

very low bitrate real-time profiles with both enhanced coding efficiency and low end-to-end delay

low complexity encoder/decoder permitting useful software only implementations

enhanced error robustness, including the needs of 3rd generation mobile networks

adaptable rate control mechanisms, for enhanced temporal and/or spatial resolution depending on application

applicability to various kind of source materials, such as fast motion, multiple scene changes, pans and tilts etc.



Although the H.26L standard should cover various types of application, such as both real time and non-real time applications, a generic single video codec solution applicable to a wide range of applications is being sought. 



Possible applications of H.26L include:

real-time conversational services (e.g. video phone)

audiovisual communication over mobile networks

Internet video applications

video transmission for real-time sign language and lip-reading communication

video storage and retrieval services (e.g. video on demand)

video store and forward services (e.g. video mail)

multi-point communication over heterogeneous network environments



The detailed requirements for H.26L video coding are documented in the H.26L Requirements Document provided in Annex Q15.E. Although the final H.26L standard should meet all the requirements described in the requirements document, each technical proposal for H.26L need not fulfill all the requirements.



It is expected that activities in the ‘Advanced Video Coding’ group relevant to H.26L will integrate the proposals received into a single ‘super algorithm’.  This will be achieved by defining a ‘Test Model Long Term’ as the basis of the standard, with collaborative improvements being made by incorporation of innovative aspects of proposals.  This type of effort can fully utilize the benefit of members’ technical cooperation and expertise, and has been used with great success in the development of the previous ITU-T standards.



At the Q.15/16 Rapporteurs group meeting in November 1998, all proposals received in response to this call will be technically evaluated. The first version of the Test Model of H.26L will then be defined.



Proposals for H.26L will be evaluated under the common test conditions described in Annex Q15.C to this document.  The detailed evaluation method will be defined later.  Proposers shall provide enough information concerning their proposed technology for evaluation by the Q.15/16 experts, e.g. a full technical description, a video demonstration of decoded sequences, etc. It is stressed that the evaluation of delay characteristics has very high importance to achieve the low delay features desired for H.26L. Proposers shall provide adequate information for evaluating delay and are strongly encouraged to provide information illustrating delay evaluation results based on the delay model defined in Annex Q15.D to this document.



The expected time schedule of H.26L development is given below.  The time schedule shown below may be modified (in either direction) as events progress.  Two Rapporteurs group meetings are expected between SG meetings.

Call for proposal issued, January 1998 (SG16)

Initiate evaluation of the proposed technologies, November 1998�A decision will be made at this time whether the proposed technologies have the potential to meet the requirements after the collaborative effort for improvement by the group.  If not, the schedule will be delayed.

The first Test Model of H.26L (TML1?) defined, April 1999�The project steps into the collaboration phase towards Determination.�Note: future dates may be subject to change based on an analysis of the suitability of technology proposals.

Determination, October 2001 (SG16)�The result of collaborative improvement will be evaluated again at this point.  If it is decided that the requirements are not met, Determination will be delayed to a later date.

Decision, July 2002 (SG16)



It should be noted that ITU-T will always be open for new proposals submitted after the deadline specified in this call for proposals.  Such proposals will be evaluated under the collaborative phase of work and/or considered as candidate technologies for the work items in the next study period.



Questions for clarification or discussions regarding this project should be raised on the Q15 email reflector (itu-adv-video@listserv.iterated.com).  Subscription or “unsubscription” messages should be sent to itu-adv-video-request@listserv.iterated.com.  Further information may be found at the group ftp site: ftp://standard.pictel.com/video-site.

�Annex Q15.C �Simulation Conditions for H26L Proposals



			



Q15.C.1  Introduction

This document contains a set of suggested common conditions for H.263ver3 and/or H.26L experiments. Those submitting proposals for H.263ver3 and/or H.26L are strongly encouraged to provide material using the conditions specified in this document to ease comparison so making their contribution more valuable.  These are considered as a minimum recommended set of sequences�, bit-rates, frame rates, and spatial resolutions that each submission demonstration should contain. Those making a submission are free to provide additional demonstration material as appropriate. It is also expected that all results are derived from decoded bit-streams.



Suggested common conditions described in this document are subject to revision through discussion be made in Q.15 Rapporteur group, to make better evaluation of proposals against requirements. The revised set of common conditions for H.26L experiments will be noted in the meeting report of any meeting at which such a revision is made, and is likely to also be discussed on the group email reflector.



Q15.C.2  Common Conditions for INTER-Coding Experiments

The tests are performed using objective comparisons employing measures such as PSNR and bit-rate as well as subjective comparisons employing D-1 tape demonstrations. 



To provide a common starting point, all sequences should be downsampled to CIF or QCIF (as appropriate) by using the filter program developed for MPEG-4.  This will ensure that all submissions begin with the same source material.



Specific conditions prescribed herein shall be used when encoding anchor material.  The anchor shall consist of H.263ver2 with annexes: D (unrestricted MVs),  F (advanced prediction), I (Advanced Intra Coding), J (Deblocking filter), and T (Modified Quantization) enabled.  All other annexes should be disabled. Post-processing and other aspects of encoder operation shall be as specified in TMN9 (with its higher-complexity motion search and with an Annex I quantization rule to be specified in TMN9r1 prior to the April meeting).  The bitstreams, PSNR values and bit-rates for the anchor will be up-loaded well in advance of the November meeting to the ftp site: standard.pictel.com. A decoder (including post-processing) will be provided on the same ftp site. Those making a submission are strongly encouraged to down-load these sequences and to use the provided sequences and decoder to generate their anchors.



For INTER-coding experiments the first frame is coded using H.263ver2 with annexes I (Advanced INTRA Coding), J (Deblocking Filter) and T (Modified Quantization), using an INTRA macroblock quantizer for the first frame set to QINTRA = 16.  Post-processing and other aspects of encoder optimization shall be as specified in TMN9 (with its higher complexity motion search and with an Annex I quantization rule to be specified in TMN9r1 prior to the April meeting).  The INTER quantizer value is held constant throughout the entire sequence. The frame rate is kept constant over the complete sequence. These settings have been chosen so as to minimize the impacts of the various parameters involved.



Q15.C.3  Objective Comparisons

For objective comparisons, parameterized rate distortion curves shall be plotted with the corresponding tables given in the documents as well. These curves show PSNR versus bit-rate measured for the complete bit-stream. PSNR is measured as the arithmetic mean of the PSNR values of each frame except the first INTRA frame. Bit-rate is measured as the average of all bits per frame except for the first INTRA frame multiplied by 30/frameskip (kbit/s). The plots shall have 0.5 dB grid lines on the PSNR axis.



A first set of rate distortion curves is generated by varying the INTER-macroblock quantizer over values as follows:



QINTER�4, 5, 7, 10, 15, 25�4, 5, 7, 10, 15, 25��Frame Skip�2�1��Resolution�QCIF�CIF��Sequences�Mother and Daughter�

Hall Objects

Container Ship

Silent Voice

News

Foreman�Foreman

Paris�

Silent Voice��

A second set of rate distortion curves shall be presented by varying the frame skip using the following conditions:

QINTER�10��Frame Skip�0, 1, 2, 3��Resolution�QCIF��Sequences�Mother and Daughter2

Silent Voice��

Q15.C.4  Subjective Comparisons

The demonstration material should be presented on a D1 tape as a CIF image displayed side-by-side with a CIF image generated by the Test Model.  Images coded at QCIF resolution should be up-sampled to CIF (using the MPEG-4 up-sampling filter) for display.  These two images should be centered in a CCIR 601 size display.



The subjective tests shall be performed based on the following specifications:



Bit-rate (kbps)�About 10��About 244�About 1124��Spatial Resolution�QCIF�QCIF�CIF��Frame Skip�3�2�1��Sequences�Mother and Daughter2

Hall Objects

Container Ship�Silent Voice

News

Foreman�Foreman

Paris3

Silent Voice��

In addition to this mandatory demonstration mode, those submitting demonstration material are encouraged also to present that material on alternative display technologies representative of those likely to be used in commercial products (e.g. on desktop and/or laptop computer systems).



Q15.C.5  Additional Aspects

Additional sequences, bitrates, and/or frame rates are also welcome.  Skipped frames are acceptable (so long as the sequences are realistically displayed and statistics are provided) and variable frame rate demonstration sequences are welcome.



A paper describing the tape demonstration is expected.  This paper should also identify any special features of the demonstration material such as frame skipping, degree of jitter, degree of delay, frame rate variability, etc.



For each sequence, the submitter should provide plots of the PSNR per coded frame obtained from the proposed algorithm and from the anchor.  Optionally, a submitter may provide plots of the PSNR per frame obtained when the coded sequence is padded out to the final frame rate (for a discussion of frame padding see LBC-97-016).



For each sequence the submitter should provide information on the number of bits used to code each frame.  If a plot of bits per frame is provided, the submitter should produce two plots, one which includes the bits spent on the first frame and another where the first frame bits are not included.  This is required since the large number of bits used to code the first frame tends to mask the variation in bits used to code the predictive frames.



In the context of the first frame proposers should note that at the December 1997 Rapporteurs meeting in Eibsee the Q15 experts group agreed that the bit allocation to the first frame should be limited to no more than the channel bitrate integrated over one second.  This is intended, particularly for the case of short test sequences, to prevent the effect of a very high quality initial frame unduly biasing the quality measures for the remainder of the sequence.

�Annex Q15.D�H.26L Evaluation Delay Model User Guide



			



Q15.D.1  Introduction



Q15.D.1.1	Purpose of the Document

This document describes, and sets out the means of use of, the Delay Model adopted by Q15 Coding Experts for generation of frame-on-frame delay values for proposed algorithms when used in hypothetical implementation contexts.  The model thus provides an opportunity for both proposers and evaluators to judge the delay characteristics of codecs when applied to test sequences under conditions comparable to production implementations.



Q15.D.1.2	Applicability of the Model

Use of this model is not mandatory for proposers of algorithms in response to the call for proposals.  However use of the model is strongly encouraged, especially for proposals/demonstrations that address the low delay scenarios in the call.  Proposers electing not to use this model should be prepared to justify claims of delay performance by other means if called upon to do so during algorithm evaluation.  For algorithms selected for more detailed examination following preliminary evaluation, use of the model may be made mandatory.



Q15.D.1.3	Nature of the model

The model consists of a number of additive terms each arising from a specific aspect of codec design.  Where such terms are dependent upon other terms the dependency is made explicit and integrated versions presented to allow computation.

Some parameters must be specified by the proposer since they involve specialized knowledge of the proposed codec.  Such parameters are identified and their characteristics specified.



Q15.D.1.4	Use of the model

The mode of use of the model is presented in Section Q15.D.3.  A technical justification is presented in Section Q15.D.4.



Q15.D.2.	Definition of Terms



Q15.D.2.1	Notation



Term�Interpretation��(�A factor in the range   0 ( ( ( 1   which enables the computation of ( (q.v.)��(�A symbol denoting the adopted value of DDD — see Section Q15.D.3.2.3��(�A constant power value used in computing one of the two alternative bit generation profiles contained in the model.  See Section Q15.D.3.2.2��(S(i)�the time of commencement of processing of frame i ��B(i)�The number of bits in the channel input buffer at the time of arrival of the final bit in the encoding of frame i.  The time taken for this bit to be clocked out of the channel input buffer and into the channel output buffer, through an assumed zero dwell time channel, is the component of total delay introduced by the channel.��C(i)�the number of bits in the buffer at (S(i)��DEP(m)�Encoder-Processing-Delay.  The delay arising from the processing associated with transformation of the bits representing the version of frame m as acquired from the source sequence to the encoded version presented to the channel for transmission.��DEW(m)�Encoder-Wait-For-Data.  The delay arising from a need to wait for the acquisition and processing of a frame that occurs later in the source stream than does the current frame m before encoding of m can take place.  This can occur where forward reference is included in the encoding of m.  Where such reference does not occur then DEW(m) is zero ; negative values are forbidden.��k�A proportionality constant used in computing one of the two alternative encoder bit generation profiles contained in the model.  See Section Q15.D.3.2.2��m�The current frame.  More generally a bold, lower-case character denotes a corresponding frame.��M{p}�A function that adopts the value of its parameter p when p is positive and adopts the value zero otherwise.  A compact way of denoting the function MAX{p,0}��N(m)�The total number of bits allocated by the encoder to frame m.��N(q)�The number of bits in the channel output buffer at time q for one of the two alternative encoder bit generation profiles contained in the model — see Section Q15.D.3.2.2��n(t)�The number of bits allocated to the encoding of the current frame by time t following the commencement of encoding of that frame; the integral of n’(t) q.v.  This function is used in computing the consequences of one of the two alternative encoder bit generation profiles contained in the model.  See Section Q15.D.3.2.2��n’(t)�The rate of bit generation by the encoder at time t since the commencement of encoding the current frame; the differential of n(t) q.v. This function is one of the two alternative bit generation profiles contained in the model.  See Section Q15.D.3.2.2��Q�The time when, during the encoding of a frame under ‘Scheme 1’, the rate of channel input buffer loading [by bit delivery from the encoder] equals the rate of emptying [by bit removal by the channel for transmission] — see Section Q15.D.3.2.2��R�The bitrate of the channel.  A constant.��S(m)�The duration of the period during which the encoding of frame m would take place for reasonable assumptions regarding the implementation technology for a product based on the proposal.  This must be specified by the proposer on a frame by frame basis since it will be heavily dependent on the codec structure and the assumed implementation technology.  S(m) does not refer to the duration of the encoding period for the simulation used to generate data in support of the proposal.��t�The time since commencement of encoding of the current frame [as used in the computation of Channel Delay — see Section Q15.D.3.2.2]��TD(i)�The time of completion of decode of frame i taking account of accumulated delay due to all causes up to and including this time��Tout(i)�The time of presentation of frame i to the display��tS(i)�The time of occurrence of frame i within the source sequence.  Since transfer of an acquired frame from the frame grabber to the encoder is assumed to be instantaneous, this term also denotes the time of acquisition of the frame.��



Q15.D.2.2	Special Terms



Term�Definition��Channel Delay

DC(m)�The delay arising from the need to transmit pre-loaded (into the channel input buffer) bits before transmitting the final bit of the encoding of frame m ��Decoder Delay

DD�The delay arising from a need to redistribute decoded frames in time relative to their times of availability to the display — see Section Q15.D.3.2.3��Decoder-Wait-For-Data

DDW�The delay arising from a need for the decoder to wait for the compressed representation of a frame which arrives later in the encoded data-stream than does the representation of the current frame.��Decoder-Wait-For-Display

DDD�The delay arising from a need to temporally distribute the decoded versions of frames which may be available at the decoder, following decompression, out of source order or inappropriately separated in time.��Encoder Delay

DE�The delay arising from the act of encoding a frame and of waiting for additional frames upon which that encoding depends — see Section Q15.D.3.2.1��Encoder-Processing-Delay

DEP(m)�The delay arising from the processing associated with transformation of the bits representing the version of frame m as acquired from the source sequence to the encoded version presented to the channel for transmission.��Encoder-Wait-For-Data

DEW(m)�The delay arising from a need to wait for the acquisition and processing of a frame that occurs later in the source stream than does the current frame m before encoding of m can take place.  This can occur where forward reference is included in the encoding of m.  Where such reference does not occur then DEW(m) is zero ; negative values are forbidden.��Forward Reference�for the purposes of this document ‘forward reference’ is taken to mean reference in the encoding of the current frame to one or more frames that occur later in the source sequence��

Q15.D.3	The Model



Q15.D.3.1	Underlying Assumptions and Constraints



Q15.D.3.1.1	Assumptions



The model makes the following simplifying assumptions :

Frame acquisition is instantaneous.

The channel input buffer is of unlimited size;  bits are clocked out of it at the rate set by the assumed channel without any form of re-arrangement or processing.  Alternatively, this assumption may be phrased as the assumption that buffer control has already limited buffer contents to reasonable values; it is not a function of the model to control buffers.

The delay between a bit being clocked out of the channel input buffer and it being clocked into the channel output buffer is zero, i.e. the “channel delay” component of the model is entirely due to buffer activity.

The channel output buffer is of unlimited size, i.e. the model assumes that the decoder can handle all data streams delivered by the channel.

Decoding of received data is instantaneous; a received frame is available for display at the instant that the last bit in the bitstream that has bearing on the decoding of that frame is clocked out of the channel output buffer to the decoder [due to the instantaneous decode this is equivalent to the instant that that bit is clocked into the buffer from the channel].

Transfer to the display of a decoded frame is instantaneous and may take place at any convenient time following, or coincident with, the time of decoding.



Q15.D.3.1.2	Constraints



Q15.D.3.1.2.1	Bit Allocation to the First Frame

The bit allocation to the first frame of a test sequence is under the direct control of the proposer within the following constraints

The bit allocation must not be greater than one second’s worth of bit transmission at the assumed channel bitrate.  e.g. for a nominal 24kbps channel the bit allocation to the first frame cannot exceed 24 kilo bits, for a nominal channel bitrate of 10.0kbps the first frame cannot exceed 10kbits, etc.  This bit allocation must be announced as part of the supporting documentation for a submission.

The bit allocation to the first frame is included in the total bit allocation to the sequence [i.e. channel bitrate multiplied by sequence duration].



Q15.D.3.1.2.2	Initial Delay Value

The channel input buffer, at the start of the sequence, shall contain the bit allocation to the first frame.

The assumed processing time for the first frame shall be zero,  i.e. the Encoder Delay for the first frame shall be taken to be zero.



Q15.D.3.2	Components of Delay



Q15.D.3.2.1	Encoder Delay   	DE



Q15.D.3.2.1.1	Encoder Processing Delay 	DEP(m)

DEP(m) is the delay arising from the processing associated with transformation of the bits representing the version of frame m as acquired from the source sequence to the encoded version presented to the channel for transmission.

It is not possible for any model intended to be capable of representing arbitrary codecs to have knowledge of this value.  Each codec will have a different range of values dependent, e.g., on codec complexity or on the nature of the frame where a variety exists.  Within the model the value of this delay is denoted by S(m) where m designates the current frame under consideration.  For each m, S(m) must be specified by the proposer using any appropriate generation function.



Thus

	DEP(m) ( S(m)	Equation � SEQ Equation \* ARABIC �1�

N.B.	S(m) should be estimated in such a way that it represents the value reasonably to be expected from an implementation intended for use in real applications.  Proposers may be called upon to justify the assigned values during proposal evaluation.



Q15.D.3.2.1.2	Encoder-Wait-For-Data	DEW(m)

This is the delay arising from a need to wait for the acquisition and processing of a frame that occurs later in the source stream than does the current frame m before encoding of m can take place.  This can occur where forward reference is included in the encoding of m.  Where such reference does not occur then DEW(m) is zero ; negative values are forbidden.

Let the latest frame that is required to provide input to m be n.  This delay component can thus be represented� by

	DEW(m) ( M{[(S(n) + DEP(n)] - tS(m)}	Equation � SEQ Equation \* ARABIC �2�

where	tS(m) is the time of acquisition of m 

and 	(S(n) is the time of commencement of processing of n 



Note that, in Equation 2,  tS(n) should not be substituted for (S(n) since there is no guarantee that encoding can be commenced at that time.  All that can be stated is that  (S(n)( tS(n).  Note also that, even without forward reference, the time of commencement of encoding of a frame can be delayed beyond its acquisition time.

In Equation 2 the function M{} ensures that the delay is positive or zero; the value [tS(n) + DEP(n)] is the time at which the encoded version of n is available�.



Q15.D.3.2.1.3	Total Encoder Delay	DE

The total encoder delay is the sum of the above two terms, i.e.

DE(m) ( DEP(m) + DEW(m) 

			= S(m) + M{[(S(n) + S(n)] - tS(m)}	Equation � SEQ Equation \* ARABIC �3�



Q15.D.3.2.2	Channel Delay	DC



Q15.D.3.2.2.1	Discussion

Channel delay is entirely a function of the buffer contents B(m) when the last bit of the frame encoding is loaded into it.  This situation arises from the assumption that completion of decode is not possible before all bits relevant to the frame are available to the decoder.  If partial decode can take place before reception of all the relevant bits then the assumption of instantaneous decode translates to one of instantaneous completion of decoding on reception of the final bit.

There is thus an inescapable delay, which may be zero for an empty buffer, arising from the need for pre-loaded data bits to be transmitted by the channel before the critical final bit of the frame.

On this basis the channel delay can be seen to be given by :

	DC(m) ( B(m)/R	Equation � SEQ Equation \* ARABIC �4�

It is therefore of high importance to obtain appropriate estimates of B(m) for each m.

The model provides two methods for the computation of B(m), the second being a special case of the first.  These are described below.  Proposers should select the method that best represents their own codec, or should specify (and justify) an alternate method more suited to representing their codec.



Q15.D.3.2.2.2	Scheme 1

This scheme is intended to permit the approximation of a wide range of encoder strategies in terms of the rate of delivery of bits to the channel output buffer during the period of compression.



Specifically, the rate of bit production n’(t) at time t following commencement of encoding is defined by

	n’(t) ( k.t(	Equation � SEQ Equation \* ARABIC �5�

where n’(t) is the rate of bit generation at time t

	k is a proportionality constant 

	t is the elapsed time since the commencement of encoding of the frame

and	( is a constant power value.



A high value of ( causes the rate of generation to increase sharply with time, a zero value corresponds to a constant generation rate, and a value in the range  �1(((0 corresponds to an early peak followed by a monotonic decline.  The expression therefore allows a range of encoder strategies to be approximated.



Integration of equation (5) indicates that

	n(t)  =  k.t((+1)/((+1)	Equation � SEQ Equation \* ARABIC �6�

But at t = S(m)  n(t) must be equal to N(m), the total bit allocation to the frame



Hence

			k  = N(m).( (+1)/S(m)((+1)	Equation � SEQ Equation \* ARABIC �7�

and therefore	n’(t)  =  N(m).( (+1).t(/S(m)((+1)	Equation � SEQ Equation \* ARABIC �8�

The rate of augmentation of the channel input buffer is given by [n’(t)-R] the difference in loading and emptying rates.  



The number N(q) of bits in the channel output buffer at time q is in principle given by		N(q) = C(m) + �EMBED Equation.2���	Equation � SEQ Equation \* ARABIC �9�

	= C(m) + k.q((+1)/((+1)  - R.q	Equation � SEQ Equation \* ARABIC �10�

where  C(m)	is the number of bits in the buffer at (S(m), the time of commencement of encoding of frame m



Note, however, that for certain combinations of the various factors N(q) can be predicted to be negative over an interval, a situation that is impossible in practice.  During such intervals the buffer is in fact empty with the rate of loading less than the channel bitrate.



Two situations of interest exist :

The nominal buffer contents never go negative

The nominal contents do go negative



These may be distinguished by examining the sign of N(q) at the instant Q when the rate of loading equals the rate of emptying, i.e.  when  n’(Q) = R



At this time 			k.Q(  = R	Equation � SEQ Equation \* ARABIC �11�

thus			Q  = (R/k)1/(  	Equation � SEQ Equation \* ARABIC �12�

By substitution of Q for q in Equation 10 the sign of N(Q) may be determined�.  Since Q is the instant at which, for negative N(Q), buffer augmentation begins to dominate over buffer depletion B(m) may be seen to be given by :

	B(m) = C(m) + �EMBED Equation.2���

	= C(m) + N(m) - S(m).R	N(Q) > 0	Equation � SEQ Equation \* ARABIC �13�

and	B(m) = �EMBED Equation.2���	

	= (k/((+1)).(S(m)((+1) - Q((+1)) - R.(S(m) - Q)	 N(Q) ( 0	Equation � SEQ Equation \* ARABIC �14�

Hence, from Equation 4

	DC(m) = [C(m) + N(m) - S(m).R ]/R	N(Q) > 0	Equation � SEQ Equation \* ARABIC �15�

and

	DC(m) = [(k/((+1)).(S(m)((+1) - Q((+1)) - R.(S(m) - Q)]/R

	= [N(m).[1 - (Q/S(m)) ((+1)] - R.(S(m) - Q)]/R	N(Q) < 0	Equation � SEQ Equation \* ARABIC �16�



Q15.D.3.2.2.3	Scheme 2

In this scheme all bits for the encoded frame m are delivered to the channel input buffer at the end of the period S(m).  

i.e.			DC(m) ( [M{C(m) - R.S(m)} + N(m)]/R	Equation � SEQ Equation \* ARABIC �17�



Q15.D.3.2.3	Decoder Delay	DD



Q15.D.3.2.3.1	Discussion

Decoder delay potentially arises from two sources.

For the case of forward reference where the referred to frame does not precede the current frame in the data-stream there will be an additional imposed delay to wait for the frame to become available.  



This is Decoder-Wait-For-Data, DDW



In the second case it may be desirable to hold back the display of an available, decoded frame to ‘even-out’ the displayed frame rate.  This is Decoder-Wait-For-Display, DDD



The total delay, DD, is the sum of DDW and DDD 



Q15.D.3.2.3.2	Decoder-Wait-For-Data	DDW

For frame m

	DDW(m) =  M{tD(n) - tD(m)}	Equation � SEQ Equation \* ARABIC �18�

where	tD(i)  	is the time of receipt of the final bit in the encoded representation of frame i at the channel output buffer

and	n 	is the latest (in the data-stream) encoded input frame on which the encoding of frame m depends

Since it should be possible appropriately to order the frames in the data-stream, for all practical codec implementations DDW will probably be zero�.



Q15.D.3.2.3.3	Decoder-Wait-For-Display	DDD

The computation of DDD is more problematic and involves a degree of freedom on the part of the decoder designer which is difficult to quantify in a model of this type.  However there are constraints that can be specified as follows.



Let the time of decode of frame m, taking account of accumulated delay due to all causes up to and including this time be TD(m)



Let the time of presentation for display of frame i be Tout(i).



Let the frame preceding m in the displayed sequence be p



It is then certainly true that

	DDD(m)  (  M{Tout(p) - TD(m)}  (  V1	Equation � SEQ Equation \* ARABIC �19�

otherwise the display of m would seem to be possibly prior to that of p in some circumstances.



It would also seem reasonable that     

	DDD(m)  (   (tS(m) -tS(p))  (  V2	Equation � SEQ Equation \* ARABIC �20�

since otherwise the inter-frame interval is being ‘stretched’ relative to the source sequence value.



The following rule may be discerned :

If  V1 ( V2 then    DDD  = V1     to avoid too early display

Else

DDD  =  (     in the range  V1 (  (  (  V2 as appropriate.



( may be determined by the expression

(  V1  +  (.(V2 - V1)	0 ( ( ( 1	Equation � SEQ Equation \* ARABIC �21�



Q15.D.3.2.4	Total Delay

The total delay experienced for a frame is the arithmetic sum of the individual delay components discussed above.

i.e.	Total Delay  =  DE + DC + DW	Equation � SEQ Equation \* ARABIC �22� 

Due to the way that the various terms interact with each other and previous values of delay direct analytic computation is inconvenient.  Suitable computational schemes are presented in sections Q15.D.4 and Q15.D.5 below.



Q15.D.4	Computational Operations — The General Case



Q15.D.4.1	Discussion

The general case, i.e. the full model, can be applied during the generation of encoded demonstration sequences.  However this would potentially involve detailed adjustment of the encoder to the detriment of the development process.

The necessary data can more easily be generated separately from a log of critical information which is readily recorded during the encoding process.  This is the approach described in this document.



Q15.D.4.2	Log of Initial Data

The software emulator used to generate demonstration sequences should be adjusted to record the following data for each encoded frame :

The position of the frame in the source sequence, hence its time of acquisition tS 

The position of the frame in the encoded sequence

The number of bits, N, allocated to the frame by the encoder

The position in the source sequence [and hence its time of acquisition] of the latest frame upon which the encoding of the current frame depends

The Encoder Processing Delay, S(m), appropriate to the frame [as specified by the developer]



Q15.D.4.3	The Computational Process

The delay for the first frame may be computed directly since it is solely dependent upon the bit allocation to it and the channel bitrate.  It may be displayed immediately on receipt. The ‘time of acquisition’ of the first frame is equated with time zero.

The various delay values for the subsequent frames may be determined most conveniently progressively in three ‘passes’.  Each of the first two should be performed in encoded [transmitted] frame order, the third may be performed in source sequence frame order.  



Q15.D.4.3.1	Initialization of variables for the first frame

For the first frame initialize the following values as indicated

Encoder Processing Delay 	DEP	(	zero

Encoder-Wait-For-Data 	DEW	(	zero

Final channel input buffer contents	B(0)	(	frame allocation

Time of acquisition	tS	(	zero

Time of commencement of processing	(S	(	zero

Time of completion of processing		(	zero

Channel Delay	CD	(	B(0)/R

Total frame delay	DT	(	CD



Q15.D.4.3.2	Pass 1 — Encoder Delay Computation

For each encoded frame m other than the first, taken in transmission order

specify a value for the Encoder Processing Delay S(m) using some appropriate scheme.

determine the time of acquisition of the frame, tS(m)

adopt the later of tS(m) and of the time of completion of processing of the previous frame in the data-stream as (S(m), the time of commencement of encoding of m 

compute the total encoder delay DE(m) from Equation 3

add DE(m) to (S(m) obtain the time of completion of processing



Q15.D.4.3.3	Pass 2 — Channel Delay Computation

For each encoded frame other than the first, taken in transmission order

if the time of completion of processing of the previous frame in the data-stream is earlier than the time of acquisition of the current frame

reduce the buffer contents by (the channel bitrate x the time difference); if the nominal buffer contents are negative then make them zero

otherwise adopt the buffer contents unchanged.

This is the value C(m)

from 

the value of C(m) just computed 

the duration of encoding of the current frame S(m)

and

the number of bits allocated to the current frame N(m)

compute and record B(m) the final channel input buffer contents for the current frame

This may be done using one of the schemes for bit generation rate as presented in the model, or by use of some other appropriate scheme.

from the time of commencement of encoding (S(m) and the duration of encoding S(m) compute the time of completion of encoding

from the final channel input buffer contents for the frame determine the Channel Delay by dividing by the Channel Bitrate

by adding the Channel Delay to the time of completion of encoding determine the time of reception tD of the encoded frame by the decoder�



Q15.D.4.3.4	Pass 3 — Decoder Delay Computation

For each encoded frame other than the first, taken in source order

from the time of display of the previous frame and the time of availability of the current frame determine the time of display of the current frame.

This may be done by use of the suggested rule in the delay model or by any other appropriate method subject only to the constraint that the times of display of successive frames increase monotonically with time.

by subtracting the time of acquisition of the frame from the adopted display time determine the end-to-end delay for the frame.



Q15.D.5	Computational Operations — The Minimum Delay Case

Where minimum delay is an objective forward reference cannot be allowed.  In this case Encoder-Wait-For-Data is guaranteed zero and all passes may be performed in source frame order.  

Furthermore, since inter-frame references are limited to backwards references all three passes may be combined into one single pass.



Q15.D.6	Data Presentation

When utilizing the delay model all proposers should, for consistency and ease of comparison with other proposals, present the following data :

For each demonstration sequence

A tabulation of the frames actually encoded plus the  end-to-end delays associated with them.

The same data presented in graphical form.

A statement of the encoder bit generation scheme adopted [plus the values of parameters adopted where the scheme is one of those presented in the model] together with a justification where another scheme has been substituted.

A statement of the display delay strategy used [plus the value of ( where the scheme presented in the model is adopted].



�Annex Q15.E�H.26L Requirements Document



			



Q15.E.1  Introduction

This section provides the requirements for the future video coding standard “H.26L” activity. This study is conducted under ITU-T Q.15/16 and the set of requirements for the H.26L is defined as the first step of the activity. This requirements document forms part of the call for proposals for new video coding algorithms suitable for H.26L issued in February 1998.



Q15.E.2  Background

The ITU-T SG16 Q.15 has recently developed a second version of Recommendation H.263 as an extension of the prior Recommendation, adding more functionalities as well as coding efficiency improvements. The revised Recommendation H.263 was approved at the SG16 meeting in January/February 1998. 



However, the Study Group recognizes that there may still be a need for a new video coding algorithm to further improve video quality and cover functionalities not supported by other standards. In the following sections, requirements which should be met by a new generation “H.26L” video coding standard are listed.



Q15.E.3  Applications

H.26L should be a generic video coding standard applicable to very wide range of applications. The possible applications of both real time and non-real time services, which the H.26L standard will address, may be:

- real-time conversational services (e.g. video phone)

- audiovisual communication over mobile networks

- Internet video applications

- video transmission for real-time sign language and lip-reading communication

- video storage and retrieval services (e.g. video on demand)

- video store and forward services (e.g. video mail)

- multipoint communication over heterogeneous network environments



Q15.E.4  Requirements

The specific requirements for technical aspects are described in this section. All of these requirements should be met by the final H.26L standard.



The requirements list is structured as specifying a general development target for each technical area to clearly show the benefit of H.26L over earlier standards (such as H.263/H.263++).



Q15.E.4.1  Quality Requirements

The main (implicit) assumption in the H.26L work has been that H.26L should be significantly better than H.263. This assumption should be, and has been, extended to cover the best evolved version of H.263, e.g., the 1998 version of H.263 known informally as H.263+, and any future “H.263++” version.



The quality requirements are specified in terms of obtainable visual quality at a given bit-rate. The requirements need not consider how quality is to be evaluated although this will definitely be a major challenge for the H.26L work. Both visual quality from subjective tests as well as PSNR-like objective measures may be used in development and testing with appropriate common conditions.



The quality target of H.26L is:

The H.26L video codec should provide visual quality comparable to the anchor codec with less than half the bit-rate. At a given bit-rate, the H.26L video codec should enable at least twice the frame rate of the anchor codec without compromising spatial visual quality.



In the above text, the “anchor codec” refers to the best available version of H.263/H.263++, making the anchor a moving target.



It is noted that the following goals should be achieved to obtain a desirable video quality for sign language and lip-reading applications.

A coding method able to guarantee a certain frame-rate figure.

Testing with reference material containing sign language at 25-30 fps CIF, with target bitrate 112kbit/s

Testing with reference material containing sign language at 12-15 fps QCIF, with target bitrate 30kbit/s

A coding method allowing sign language transmission with acceptable quality at above reference rates.



Q15.E.4.2  Delay Requirements

Delay is a very important consideration in interactive real-time systems. The most important factor affecting the video codec delay is whether the coding algorithm relies on backward prediction. It is therefore necessary that the H.26L codec include a low-delay mode without any backward prediction. 



The second major delay source is the frame rate, which is largely independent of video coding algorithms, and the frame rate requirement is already addressed in the quality requirements section.



Other delay sources include the rate control mechanism, or more specifically, the variability in allocating bits to individual frames, which is usually encoder implementation dependent. The video codec algorithm also has a direct effect on the delay depending on whether the algorithm allows the coding of the frame in small independent parts.



It is not practical to specify absolute delay values for the video codec since this would require considering specific frame rates and bit rates. Delay requirements are therefore specified more generally:



The H.26L video codec should facilitate a low-delay mode for interactive real-time communications. No backward prediction from subsequent video frames (implying an additional frame interval delay) is allowed in this mode. Rate control should enable using low buffering delays and flexible trade-offs between delay and spatial quality of individual frames.



It is noted that the following is a goal of delay desirable for sign language and lip-reading applications.

Low delay, so that the delay requirements for conversational communication stated by SG12 can be met or exceeded (0.4 seconds from camera to far end display).



Q15.E.4.3  Complexity Requirements

To be useful for real applications, the H.26L video coding standard should be implementable with reasonable cost using typical platforms of the time. The following factors affect the complexity requirements:

The schedule for H.26L calls for completion of the standard around mid-2000.

It is expected that generic software platforms (instead of dedicated video platforms) will be increasingly important as H.26L implementation platforms.



Detailed complexity requirements could involve specifying the computational complexity (in terms of number of operations per unit time for some specific platform) as well as the amount of memory (in terms of bytes/words) used by the algorithm.  However, a definition of complexity requirements in a more general form, similar to what the ITU-T has adopted in speech coding standardization work, has been adopted:



The H.26L implementation complexity, in terms of both computational complexity and memory usage, should be low enough to enable cost-efficient implementations on typical implementation platforms at the time of the completion of the standard. Both software implementations on PC-like platforms as well as dedicated DSP implementations in consumer terminals must be considered. The H.26L video codec should support implementations with scalable complexity in both encoders and decoders, providing graceful degradation of video quality with decreasing implementation complexity.



Q15.E.4.4  Bit-Rate Requirements

Video coding algorithms can often be applied over a very wide range of bit-rates. This can, and should, also be expected of H.26L. However, it is still useful to specify a range of target bit-rates which can be used by developers in optimizing the performance of their codecs as well as common test conditions in the H.26L work. It is expected that all the other requirements are associated with the target bit-rates.



The following bit-rate requirement comes from the primary target of narrow band video telephony:



The main target bit-rates of the H.26L video codec are in the range of 8-128 kbps. The H.26L codec must also provide significant benefits beyond this range, at least up to 1 Mbps.



Q15.E.4.5  Error Resilience Requirements

The error resilience of any video application will depend on the system level specifications and implementation as well as on the video codec itself. Furthermore, the implementation of the video decoder is as important to error resilience as the bit stream specification. However, error resilience of the codec should include at least the capability to recover from errors (e.g., via Intra updates) as well as the number of synchronization points within one video frame.



The error resilience requirement in general form is:



The H.26L video codec should show graceful degradation of video quality with an  increasing amount of transmission errors. The codec should provide fast mechanisms for recovering from highly corrupted video frames. Combined error resilience and error concealment in the H.26L video codec should provide acceptable visual quality at random BER values of [10-4] and at burst BER values of [10-3]. The codec should provide the possibility to trade off compression efficiency with error resilience.



Q15.E.4.6  Additional Functionalities

It is expected that the H.26L video codec will support several other functions similar to those of H.263. Not all of these need be considered at an early phase of the development. It is appropriate, however,  to explicitly require some particular codec properties provided by present video codecs. These additional functionalities include:



The codec should have a “storage mode” with relaxed delay requirements (backward prediction allowed).

The codec should support temporal, spatial,  and SNR scalability.

The codec should support all important picture formats.

The codec should have an Intra coding mode which can be used for providing access points in storage applications.

The codec should enable a flexible rate control mechanism.

The codec should enable flexible trade-off between spatial and temporal quality.



� Potential proposers not in posession of the source sequences specified in this document should send a request for help to the Rapporteur (G. Sullivan) and Associate Rapporteur (K. Hibi).  Proposers should also note that the Q15 expert group intends to add a small number of sequences representing deaf-signing sessions to enable this aspect of the required functionality to be evaluated.  The availablity of these sequences will be announced later.

� The “Mother and Daughter” submissions should code 30 seconds of material (first 900 frames). Note that this sequence is a different one than that used in MPEG-4.

� The “Paris” submissions should code 30 seconds of material (first 900 frames).



� Since no rate control is employed, the constant quantizer run of the anchor that produces the corresponding bit-rate most accurately is to be used. Again, the corresponding anchor bit-streams will be posted to the ftp site.

� In principle there are three independent frame orderings within the encoder : the source sequence frame order, the compressed data-stream frame order, and the order of frame encoding.  In practice delays will be minimized if the latter two are identical since the order of decoding will be the same as the order of encoding (to take account of inter-frame references) and there is therefore no incentive to reorder the frames into the data-stream.  The model therefore assumes that encode order = transmission order, permitting the relationship expressed in Equation 2 to be defined.

� In the unlikely event that the encoder makes use only of the ‘raw’, i.e. uncompressed, version of n then DEP(n) should be removed from the expression.

� For this scheme N(Q) > 0 implies that the buffer contents are at a maximum; N(Q) < 0 implies that the nominal buffer contents pass through a minimum — from this point the buffer occupancy will increase (from zero).

� Given the assumption of equivalence of encode order and transmit order made in Section � REF _Ref408763906 \n �0� then DDW should certainly be zero in the model.  The discussion of it is included here for completeness.

� i.e. the time of deposit of the final bit of the encoding in the channel output buffer
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