ITU - Telecommunications Standardization Sector


STUDY GROUP 16


Video Coding Experts Group (Question 15)


_________________


Third Meeting: Eibsee, Bavaria, Germany, 2-5 December, 1997�
Document  Q15-C-28


Filename: q15c28.doc


Date generated: 11/25/97�
�



Question:�
Q.15/16�
�
Source:�
Tom-Ivar Johansen�Tandberg Telecom a.s�Philip Pedersens v. 22�N-1324 Lysaker, Norway �
�Tel:�Fax:�Email:�
�+47 67 125 125�+47 67 125 234�tij@tandberg.no�
�
Title:�
Proposed change to achieve Video Multiplexing in H.242 with H.263.�
�
Purpose:�
Proposal�
�
_____________________________


The Contents of Q11-C-17 and Q15-C-28 are the same.


Introduction


We propose a change to the text of H.242 to achieve Video Multiplexing for H.320 based Video Conferencing equipment.


In the H.263 draft submitted to the ITU for Decision, Annex C has been extended to allow video multiplexing of up to 4 independent video streams. The purpose is to allow video multiplexing in protocols with a single video channel (such as H.320). This gives H.320 equipment some of the added functionality of H.324, such as the possibility to have more than one active camera during a session, and the possibility to transfer still-images in one stream while another stream sends continuous video.


The proposed change to H.242 gives equipment running H.263 in H.320 a standardized way to exchange capabilities for Video Multiplexing. The method is chosen to give some freedom in declaring the capabilities to decode combinations of image sizes and to declare the framerates that can be decoded for a number of such combinations.


A more detailed capability exchange has been considered to be too time consuming when using MBE messages in H.242. This solution is also chosen considering that the purpose of this proposal is to achieve a simplified Video multiplexing for H.320 and that more advanced features should, in the authors view, be implemented using H.324.


For information on background and motivation for this proposal refer to the document q15a46.doc in the Portland directory at the adv-video ftp site and q15b34.doc in the Sunriver directory.. 


These changes to H.242 must be aligned with the effort to put H.263+ into H.320.


The text in this proposal is based on text from H.242 (Draft revision, 11/96).


Video Multiplex Changes


Note the in the text below Custom Image Format refers to the possibility in H.263+ to specify image sizes of almost any size as long as the height and the with both are multiples of 4. Not also that Custom Picture Clock Frequency refers to the possibility in H.263+ to specify Picture Clock Frequencies different from 30000 / (1001*MPI) where MPI is 1, 2, 3 ….


In § 5.2.4.3 add a new example :


{ start-MBE / 9/ <H.262/H.263> / H.263_4CIF +  MPI_1+Options / AC / 01111111 / VMUX_4CIF / MNS_4 + NSL_2 + NSS_1 / FPSLx0.75 + FPSSx0.125 / FPSLx0.5 + FPSSx0.375 / FPSLx0.25 + FPSSx0.75 / FPSLx0 + FPSSx1 (


�
Add New Chapters.


5.2.5	H.263 extended video options.


Extended video options for H.263 may be specified by adding an extension byte and the H.263 extended options byte as described below.


With extended options, the ordering of the bytes within the single MBE message is as follows:


First byte B1 is	{highest format of H.263} 		then follow 0, 1 or 2 optional parameter bytes


then		{further formats if needed (see §5.2.4) in descending order of resolution - with any optional parameter bytes}


then		{ highest format of H.262}


then		{further formats if needed (see §5.2.3) in descending order of resolution}


then		{extension code}


then		{H.263 extended options byte (see §5.2.5.1)}


then		{H.263 video multiplex bytes (see $5.2.6)}


then		{future expansions of the MBE message}





5.2.5.1	H.263 extended options byte


The structure of H.263 extended options byte is as follows:


1�
2�
3�
4�
5�
6�
7�
8�
�
Video Multiplex Size�
Reserved  for future use such as H.263+. Shall be set to  0 0000.�
�
Video Multiplex Size sets the largest image size that can be multiplexed. The values of Video Multiplex Size are:


Video Multiplex Size�
�
�
000�
No Video Multiplex�
�
001�
VMUX_QCIF�
�
010�
VMUX_CIF�
�
011�
VMUX_4CIF�
�
100�
VMUX_16CIF�
�
101-111�
Reserved�
�



5.2.6	H.263 video multiplex (VMUX) capability bytes


H.263 VMUX capability bytes are 5 bytes which are present if the  “Video Multiplex Size” in the H.263 extended options byte is non zero. VMUX capability bytes enables negotiation for equipment capable of decoding up to four independent video bitstreams. VMUX capabilities are only negotiated for the standard image formats QCIF, CIF, 4CIF and 16CIF.


In VMUX negotiation, custom image formats are represented by their associated image sizes. The associated image size is the standard image format with either more or the same number of pixels (ref. Table 1/H.263). The custom image formats larger than 16CIF are associated with 16CIF.


In this text a VMUX image size is any standard image format equal to or smaller than the “Video Multiplex Size”. The VMUX capability bytes contain information for all VMUX image sizes.


The first VMUX capability byte is the “Image size capacity byte” which sets the maximum combined size of the parallel streams. 


This byte is followed by four “Parallel processing capacity bytes” which set the decoder capacity for up to four combinations of image sizes and framerates.


The maximum framerate that the decoder can handle for any image size is defined by the MPI in the H.263 capability byte or in the H.263+ capabilities.


The capability exchange describes combinations of streams of the two largest VMUX image sizes in parallel. The following linear relationship is assumed for the lower image sizes and shall be used to define the framerate for the lower image sizes: If the decoder can decode one frame per second (fps) of 4CIF it can decode four fps of CIF and 16 fps of QCIF.


The capabilities consists of two sets of values.


The image size capacity:


NSL - The maximum Number of Streams at the Largest VMUX image size that can be decoded.�NSS - The additional Number of Streams at the Second largest VMUX image size that can be decoded in parallel with NSL.�MNS - The Maximum Number of Streams that can be decoded. MNS applies to the second largest VMUX image size and down.


The maximum combined image size for the parallel streams are NSL + NSS. If the number of streams at the largest VMUX image size is reduced by one then MNS gives the combined number of streams that can be decoded.


The parallel processing capacity:�The second set of values describes the parallel processing capacity of the decoder in terms of the number of decoded Frames Per Second at the Largest VMUX image size (FPSL) and decoded Frames Per Second at the Second largest VMUX image size (FPSS). The decoder capacities if FPSL and FPSS  may be stated in up to four different combinations.


An example:


In this example 29.97 fps is rounded to 30 fps for simplicity. The example from 5.2.4.3 is used.


VMUX size is VMUX_4CIF, hence the VMUX image sizes are from 4CIF and below.


MNS = 4, NSL = 2, NSS = 1


FPSL/FPSS = 45/15; 30/45; 15/90 and 0/120.


The maximum number of streams (CIF) that can be decoded is four. The maximum number of 4CIF streams that can be decoded is two. If two 4CIF streams are decoded then in addition one CIF stream may be decoded and if one 4CIF steam is decoded then three CIF streams can be decoded.


If 45 frames per second of 4CIF frames are decoded  (30 + 15 frames for the two streams) then up to 15 frames of CIF can also be decoded (in one stream). If the number of decoded 4CIF frames are reduced to 30 (either one stream of 30 fps or two streams of 15 fps each) then up to 45 CIF frames can be decoded (either 30 + 15 frames or three streams of 15 frames each). If only 15 4CIF frames are decoded, then up to 90 CIF frames may be decoded. If no 4CIF frames are decoded then up to 120 CIF frames can be decoded (four streams of 30 fps).


5.2.6.1 VMUX image size capacity byte


The structure of the first byte is as follows:


1�
2�
3�
4�
5�
6�
7�
8�
�
MNS�
NSL�
NSS�
�



MNS�
The Maximum number of  streams that can be decoded. The allowed values of MNS are 1, 2, 3 and 4. The values 0, 5, 6 and 7 are reserved.�
�
NSL�
The maximum number of streams that can be decoded at the largest VMUX image size. The allowed values for NSL are 1, 2, 3 and 4. The values 0, 5, 6 and 7 are reserved.�
�
NSS�
The additional number of streams that can be decoded at the second largest VMUX image size is found by NSS, the allowed values are 0, 1, 2 and 3.�
�



�
5.2.6.2 Parallel processing capacity bytes


The structure of each of the four byte is as follows:


1�
2�
3�
4�
5�
6�
7�
8�
�
0�
0�
FPSLxM�
FPSSxM�
�
The values of FPSLxM and FPSSxM are:


FPSLxM�
�
FPSSxM�
�
000�
FPSLx1�
�
000�
FPSSx1�
�
001�
FPSLx0.875�
�
001�
FPSSx0.75�
�
010�
FPSLx0.75�
�
010�
FPSSx0.625�
�
011�
FPSLx0.625�
�
011�
FPSSx0.5�
�
100�
FPSLx0.5�
�
100�
FPSSx0.375�
�
101�
FPSLx0.375�
�
101�
FPSSx0.25�
�
110�
FPSLx0.25�
�
110�
FPSSx0.125�
�
111�
FPSLx0�
�
111�
FPSSx0�
�



FPSLxM�
A multiplication factor M, for calculating the number of decoded Frames Per Second at the Largest VMUX image size (FPSL). The FPSL= M * NSL * 29.97 / MPI, where MPI is the MPI of the largest VMUX image size. The value of M may be 1, 0.875, 0.75, 0.625, 0.5, 0.375, 0.25 and 0.�
�
FPSSxM�
A multiplication factor M, for calculating the number of decoded Frames Per Second at the Second largest VMUX image size (FPSS). The FPSS= M * MNS * 29.97 / MPI, where MPI is the MPI of the second largest VMUX image size. The value of M may be 1, 0.75, 0.625, 0.5, 0.375, 0.25, 0.125 and 0.�
�
The first byte shall describe the maximum fps at the largest VMUX image size and the additional fps at the second largest VMUX image size that can be decoded.


If it is possible to increase fps for the second largest VMUX image size by reducing fps for the largest VMUX image size the next byte shall show this relationship. It is possible to set up to four different fps for the largest VMUX image size and its corresponding fps for the second largest VMUX image size. The fps shall be set in descending order, and if less than four values are needed, the last value shall be repeated.


If Custom Picture Clock Frequency (PCF) is used instead of MPI, change “29.97/MPI” to “PCF” in the FPSLxM and FPSSxM calculations above.


If no MPI or PCF is given for the Image format “Video Multiplex Size”, use the MPI or the PCF of the largest image size associated with “Video Multiplex Size”. I.e.:


if  “Video Multiplex Size” is VMUX_4CIF and


if an MPI is given for a 704x288 image and


if  no MPI is given for 4CIF


then the MPI of  the 704x288 image shall be used in calculation of FPSL.





The value from the example above with MPI for 4CIF=1 and MPI for CIF=1would be:


�
1�
2�
3�
4�
5�
6�
7�
8�
�
Extension byte�
0�
1�
1�
1�
1�
1�
1�
1�
�
H.263 extended options byte�
0�
1�
1�
0�
0�
0�
0�
0�
�
VMUX image size capacity byte.�
1�
0�
0�
0�
1�
0�
0�
1�
�
Parallel processing capacity byte 1�
0�
0�
0�
1�
0�
1�
1�
0�
FPSLx0.75�
FPSSx0.125�
�
Parallel processing capacity byte 2�
0�
0�
1�
0�
0�
1�
0�
0�
FPSLx0.5�
FPSSx0.375�
�
Parallel processing capacity byte 3�
0�
0�
1�
1�
0�
0�
0�
1�
FPSLx0.25�
FPSSx0.75�
�
Parallel processing capacity byte 4�
0�
0�
1�
1�
1�
0�
0�
0�
FPSLx0�
FPSSx1�
�
By calculating backwards,


MNS = 4, NSL = 2 and NSS = 1


The values of  FPSL �
= FPSLx0.75 * NSL * 30 / MPI4CIF�
= 0.75 * 2 * 30 / 1 = 45�
�
�
= FPSLx0.5 * NSL * 30 / MPI4CIF�
= 0.5 * 2 * 30 / 1 = 30�
�
�
= FPSLx0.25 * NSL * 30 / MPI4CIF�
= 0.25 * 2 * 30 / 1 = 15�
�
�
= FPSLx0 * NSL * 30 / MPI4CIF�
= 0 * 2 * 30 / 1 = 0�
�
The values of  FPSS �
= FPSSx0.125 * MNS * 30 / MPICIF�
= 0.125 * 4 * 30 / 1 = 15�
�
�
= FPSSx0.375 * MNS * 30 / MPICIF�
= 0.375 * 4 * 30 / 1 = 45�
�
�
= FPSSx0.75 * MNS * 30 / MPICIF�
= 0.75 * 4 * 30 / 1 = 90�
�
�
= FPSSx1 * MNS * 30 / MPICIF�
= 1 * 4 * 30 / 1 = 120�
�
Which are the numbers from FPSL/FPSS combinations in the example above.


�Other changes not directly related to video multiplexing.


The H.263 Options byte of §5.2.4.2 may be interpreted as an expansion byte. No description is given for the default action. Below are two small changes to the text of §5.2 to resolve the emulation problem.


New description of expansion byte in §5.2.2:


An extension code has been defined for expansion of the H.262/H.263 capabilities.  This code has the value 01111111. If this code is encountered in an H.262/H.263 MBE message, all of the data following this code may be ignored.  The appearance of this code in an MBE message does not affect the meaning of any bytes prior to this code byte. Note that the H.263 options byte in §5.2.4.2 may emulate the extension code. If the presence of the option byte is signaled by the Baseline H.263 capability byte in §5.2.4.1, it shall always be read and interpreted as an option byte and not an extension code.


Add text after first table in §5.2.4.2:


This byte may emulate the extension byte. Although the decoder handling of extension byte emulation is described in 5.2.2 the encoder should avoid setting all bits to ensure interoperability with older H.242 implementations.
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