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1. Introduction


In the current multimedia communication environment, multiple coding standards exist concurrently as a result of both diverse application requirements and the historical evolution of the technology.  For a long time it has been a widely held belief that there is no prospect of developing a universal coding technique which would be able to serve the entire range of applications encountered in multimedia systems and communication services. This has necessitated the development of a series of coding standards each targeting a certain application domain (e.g., MPEG-1, MPEG-2). However, the above views has been changing recently with the advance of the development of  the MPEG-4[1] standards in which a set of profiles are devised to address the contrasting requirements of different applications. In spite of its laudable objectives, the first version of  MPEG-4 (version 1) video is still only a DCT based codec with some enhancement. For various reasons, many promising techniques which are able to provide better performance under certain conditions (e.g., wavelet for very low bit rate compression) were not included in the initial version of MPEG-4, but it is believed that some of the techniques may be included in future versions of the MPEG standards. Until a unified coding standards is conceived and adopted, the existing coding standards will be under continuous incremental development (e.g., MPEG-4 version 2, H.263++, H.263L). Such a scenario motivates the development of a codec which would be able to support various coding standards and various coding tools. It would also be desirable for the codec to be dynamically reconfigurable  according to the application requirements.





In this paper, we propose an approach using the concept of virtual codec and virtual tool to meet the requirement of a dynamically reconfigurable video(DRV) codec. A close study of different coding standards reveals that many compression techniques such as DCT, Huffman coding, motion estimation and motion compensation techniques etc can be shared among different coding standards. In our approach, such commonly used compression components are defined as coding tools which can be used by different codecs. Specific features of the respective codecs are realised by special codec structure tools. The approach provides the functionality of several different standard codecs at the cost corresponding to one codec. It is also easier to integrate non-standard based or experimental new coding tools into the codec.





A prototype codec using H.263 codec structure and a variable block size codec structure developed in our earlier research[3,4] has been incorporated in the proposed DRV codec. The experimental results show that the H.263 codec, that can be configured using the DRV prototype, can achieve results comparable with other implementations of H.263 while the non-standard codec[3,4] can achieve better results for certain type of applications.





2. General Description of Dynamically Reconfigurable Video Codec


As a general requirement, the DRV codec should be compatible with the codecs it incorporates. New coding standards and new coding tools should easily be added to the codec structure. It is also desirable that both the codec structure and coding tools can be changed during the coding process (on the fly reconfiguration) with a minimum impact on the coding efficiency and image quality. To realise such requirements, we define two important concepts: virtual codec and virtual tool, as the basis for dynamically reconfigurable video codec.





2.1 Codecs and tools


The most significant difference between the DRV codec and the traditional video codecs is given in Table 1. It can be seen that the DRV codec has the ability to use more than one coding tool for the same functionality. Such ability is realised through a four layer hierarchy: virtual codec layer, real codec layer, virtual tool layer and real tool layer. 


Table � SEQ Table \* ARABIC �1� Comparison of the DRV codec and traditional video codecs


�
DRV codec�
Traditional video codec�
�
Coding tool set�
reconfigurable�
fixed�
�
Codec structure�
multiple�
single�
�
The same functionality�
multiple tools�
single tool�
�
Extension of functionality�
easy�
possible�
�
Adapt to new standards�
easy�
difficult�
�



The virtual codec layer provides an abstract codec structure containing all required interfaces for real codecs. It is also a bridge between the core codec structure and the communication interface which provides access to image sequence frames and bitstreams. Apart from providing the required interfaces, there is no other functionality of the virtual codec.





The real codec layer contains a set of codec structures which are being used to encode the image sequences. There are two subsets in this layer. The first one is called standard codec structure in which all tools related to coding standards are fixed. Optional tools are limited to those tools not required by the decoder such as motion estimation and rate control tool. The other subset is called reconfigurable codec structure in which almost all tools are reconfigurable. The composition of the two subsets are quite different. In the standard codec structure, real coding tools are used to construct a specific codec structure unless the tool is not defined in the decoder. In such a case, a virtual tool is used. On the other hand, virtual tools are used in the construction of a real codec in the reconfigurable codec structure to give it a maximum flexibility.





As compared with the virtual codec, a virtual tool has many similarities to the virtual codec. However, the interfaces in virtual tools are more specific and usually correspond to a certain part of the real codec. The interface of the virtual tools should satisfy all real codec structures contained in the dynamically reconfigurable codec. This in turn requires that a real codec in the reconfigurable codec structure should be able to use all the interfaces provided by the virtual tools.





The real tools are the basis for any codec. They can be initialised during the coding process to substitute another real tool or virtual tool. A real tool may not have all the interfaces as its parent virtual tool. All real tools under the same parent virtual tool should have the same functionality but can have different interfaces to a real codec.





2.2 Bitstream syntax structure


The bitstream syntax provided by the DRV codec should satisfy the coding standards involved as well as its own requirement. To accommodate such a requirement, the top level bitstream consists of two layers: a discardable DRV head layer and a codec layer. The codec layer syntax should strictly comply with the definition of the relevant coding standards or the definitions set by individual non-standard based codecs. The DRV head layer can either be removed or filtered out when the DRV codec communicates with standard-based terminals. Whether or not to include the DRV head in a standard-based bitstream is normally controlled by external means.





2.2.1 DRV head layer


The DRV head consists of a DRV starting code (DSC), a DRV tool flag field (DTF), a tool update data field (TUD) and DRV stuffing code (DSTUF). Any combination of code in the DRV head must not simulate any starting code in the codec layer. This is achieved by restricting the number of continuous zeros and ones appeared in DRV head as most starting code used in coding standard start with a long string of zeros. The stuffing code in DRV head is a two bits word (10) to avoid possible start code simulation in codec level.





2.2.2 Codec layer


The codec layer should strictly follow the definitions in the coding standards or the definitions set by non-standard based codecs. 





3. Prototype DRV codec


To demonstrate the usability of the proposed DRV codec, a prototype codec based on our earlier research work is developed. Two types of real codec are implemented in the codec structure. For the standard codec structure, an H.263 compatible codec is developed. For the reconfigurable codec structure, a codec based on the H.263 structure which is called Baseline Codec is developed with extensions to use a range of compression tools obtained in our earlier research work.





3.1 Codec structures


Figure 1and Figure 2 give the diagram structure of the H.263 codec and Baseline codec. It can be seen that both diagrams are very similar except that the notation in Figure 2 is different from that in Figure 1. Such difference enables the Baseline codec to use more than one real compression tool for the same functionality.





 �





Figure � SEQ Figure \* ARABIC �1� Codec structure of H.263 encoder
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Figure � SEQ Figure \* ARABIC �2� Codec structure of Baseline encoder


3.2 Coding tool sets


In our prototype, the following virtual tools are available for use with the Baseline codec structure:


Spatial compression tools for INTRA frame coding


Spatial compression tools for INTER frame coding


Motion estimation tools


Global motion estimation tools


Quantization tools


Variable length coding tools


Bit rate control tools


Coding control tools


Deblocking filter tools


For each virtual tool, at least one real tool is available. Table 2 gives a list of available tools for each category.


Table � SEQ Table \* ARABIC �2� List of available coding tools


Virtual tools�
Available real tools�
�
SPCMP-INTRA�
DCT, ZTVQ, ZTW, DCT-AIC�
�
SPCMP-INTER�
DCT, ZTW�
�
Motion Estimation�
BMA, MBMA, MEZRHT�
�
Global ME�
MBMA, RHT�
�
Quantization�
H26P, MPEG�
�
VLC�
Huff2D, Huff3D, Arithmetic3D�
�
Rate Control�
TMN6, MACC�
�
Deblocking filter�
TMN8�
�



On the encoder side, each of the tools is chosen by either command line options or through a graphic interface. On the decoder side, the recognition of the tools and codec structure used by the encoder is done automatically. This is achieved by a special data field called {\it Tool Update Data Field} in the Baseline bitstream structure. A 16-bit word is used to indicate whether there is a tool change in the tool update data field. Only those tools that have been changed are sent to the decoder. A variable-length code with unlimited expand-ability has been designed. Table 3 gives the definition of the variable length code used in the tool update data field.


Table � SEQ Table \* ARABIC �3� VLC table for encoding tool index


Tool index�
Number of bits�
Code�
�
0�
2�
00�
�
1�
2�
01�
�
2�
2�
10�
�
3�
4�
1100�
�
4�
4�
1101�
�
5�
4�
1110�
�
6�
8�
1111 0000�
�
7�
8�
1111 0001�
�
8�
8�
1111 0010�
�
9�
8�
1111 0011�
�
10�
8�
1111 0100�
�
11�
8�
1111 0101�
�
12�
8�
1111 0110�
�
13�
8�
1111 0111�
�
14�
8�
1111 1000�
�
15�
8�
1111 1001�
�
16�
8�
1111 1010�
�
17�
8�
1111 1011�
�
18�
8�
1111 1100�
�
19�
8�
1111 1101�
�
20�
8�
1111 1110�
�
21�
16�
1111 1111 0000 0000�
�
... ...�
... ...�
... ...�
�
275�
16�
1111 1111 1111 1110�
�
276�
32�
1111 1111 1111 1111 0000 0000 0000 0000�
�
... ...�
... ...�
... ...�
�
65800�
32�
1111 1111 1111 1111 1111 1111 1111 1110�
�
... ...�
... ...�
... ...�
�



4. Experimental Results


4.1 Experimental results: standard codec


We first tested the standard codec structure. Figure 3 and Figure 4 gives comparison results for the H.263 implementation. The average PSNR  and compressed file size are used as criteria. The comparison is between DRV H.263 and Telenor TMN-2.0[2]





�Figure � SEQ Figure \* ARABIC �3� Test results of DRV H.263 and TMN-2.0 H.263








The test results show that for the standard codec, the DRV codec produces similar results to those obtained by tmn-2.0, with small variations in PSNR and compressed file size.





4.2 Experimental results: non-standard codec and coding tools


As a fully reconfigurable codec, the experiments with the Baseline codec are focused on the performance comparison of different tool combinations. The performance of the individual tools has been tested. Among them, the spatial compression tool, motion estimation tool and variable length coding tool are tested. 





�


Figure � SEQ Figure \* ARABIC �4� Compressed File size


4.2.1 Spatial compression tools


With all other parameters kept unchanged, we use different spatial compression tools for sequence coding (For still image, a comparison can be found in 2.4). Table 4 gives comparison results of intra frame coding for 16 CIF sequences. 


Table � SEQ Table \* ARABIC �4� Intra Frame Coding Results


Sequence�
PSNR (dB)


�
Bitrate (bit/pixel)


�
�
�
DCT�
DCT-F�
ZTVQ�
ZTW�
DCT�
DCT-F�
ZTVQ�
ZTW�
�
akiyo�
31.80�
32.47�
32.89�
35.34�
0.2932�
0.2932�
0.2576�
0.2846�
�
bream�
30.40�
30.76�
31.62�
31.92�
0.3199�
0.3199�
0.2854�
0.2846�
�
bus�
26.36�
26.64�
28.46�
26.30�
0.4376�
0.4376�
0.5606�
0.4388�
�
calendar�
23.73�
23.91�
25.17�
23.46�
0.6499�
0.6499�
0.8312�
0.6024�
�
children�
28.20�
28.81�
30.36�
30.46�
0.4426�
0.4426�
0.5543�
0.4823�
�
coastguard�
27.46�
27.75�
29.63�
27.97�
0.3383�
0.3383�
0.4663�
0.3224�
�
container�
28.59�
28.83�
28.40�
28.73�
0.3918�
0.3918�
0.3671�
0.3714�
�
fire�
32.72�
33.42�
34.01�
36.16�
0.2441�
0.2441�
0.1705�
0.2423�
�
foreman�
29.60�
30.26�
30.75�
31.85�
0.3150�
0.3150�
0.3135�
0.3022�
�
hall�
30.12�
30.58�
29.83�
30.57�
0.3731�
0.3731�
0.3394�
0.3453�
�
mad�
31.99�
32.63�
33.55�
35.27�
0.2601�
0.2601�
0.2219�
0.2690�
�
news�
29.47�
29.92�
28.67�
30.49�
0.3817�
0.3817�
0.3889�
0.3716�
�
ratna�
29.48�
29.86�
26.88�
31.48�
0.4050�
0.4050�
0.4031�
0.4023�
�
silent�
28.89�
29.43�
30.88�
30.39�
0.3038�
0.3038�
0.3810�
0.3024�
�
td�
32.97�
33.47�
34.12�
36.43�
0.2414�
0.2414�
0.1617�
0.2552�
�
weather�
26.67�
27.02�
28.28�
27.35�
0.7245�
0.7245�
0.7150�
0.6880�
�
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Figure � SEQ Figure \* ARABIC �5� PSNR Comparison
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Figure � SEQ Figure \* ARABIC �6� Bit Rate Comparison 


4.2.2 Motion estimation and motion compensation tools


Three different motion estimation algorithms (block matching algorithm (BMA), Multiresolution block matching algorithm (MBMA) and robust Hough Transform based motion estimation algorithm (MEZRHT)) have been tested using 14 CIF sequences. The tests were carried out using the Baseline codec. The results are shown in Figure 5 and Figure 6. The global motion compensation was disabled for all sequences. The test results show that the Robust Hough Transform based algorithm gives the highest PSNR on average while multiresolution block matching gives the lowest PSNR on average. However, the difference is very small and does not affect the visual quality of reconstructed image. For coding efficiency, the MBMA performs the best while the Robust Hough Transform based algorithm performs the worst. 


4.2.3 Variable length coding tools


The variable length coding tools were tested using 14 CIF sequences. The test results are given in Table 5. Three coding tools are tested. The results show that arithmetic coding (AVLC) gives better results on all tested sequences compared to the two Huffman coding methods. Between two Huffman coding methods, the level-run-last 3-D coding method (HVLC3D) which is used both in H.263 and MPEG-4 verification model (VM), on average outperforms the level-run plus end-of-block (EOB) signal 2-D method (HVLC2D)  which is used in the H.261 coding standard. However, in 5 out 14 cases, the HVLC3D performs worse than HVLC2D. This indicate that the HVLC3D method still needs some refinement.


Table � SEQ Table \* ARABIC �5� Bitrate comparison of different VLC tools (kbps)


Sequence�
HVLC2D�
HVLC3D�
AVLC�
�
akiyo�
46.70�
45.10�
42.94�
�
bream�
236.30�
236.33�
229.23�
�
bus�
693.33�
698.81�
676.41�
�
calendar�
716.52�
697.85�
676.29�
�
children�
295.41�
298.60�
290.29�
�
coastguard�
369.63�
365.18�
350.95�
�
container�
104.14�
99.22�
95.24�
�
foreman�
229.72�
227.00�
217.83�
�
hall�
86.88�
86.49�
83.19�
�
mad�
59.70�
59.15�
56.23�
�
news�
114.85�
113.66�
109.23�
�
silent�
102.58�
103.29�
98.12�
�
td�
150.00�
152.21�
147.01�
�
weather�
134.78�
133.64�
127.91�
�



5. Conclusion


In this paper, we described a general structure and implementation considerations of a dynamically reconfigurable video codec. The concept of virtual codec and virtual tools enables the codec to change both codec structure and compression tools dynamically. This not only provides a means to integrate multiple international video coding standards into a single codec, it is also able to create new codecs using available and new compression techniques. The flexible structure of the proposed method may provide a solution for the implementation of multiple profile MPEG-4 coding standards.





Although the extra flexibility requires some overhead in the bit stream syntax, the performance has not been compromised due to the discardable DRV head. The experimental results show that the proposed codec can achieve comparable results with other implementations of the H.263 standard in the standard codec structure mode. When the proposed codec is in the reconfigurable codec structure mode, it is able to achieve better results than the standard approach for certain type of applications.
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