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1. Introduction

The frame layer of the current rate control in TMN8 assigns a near constant target number of bits per frame after the first frame is (intra) coded [1]. This strategy is effective for low-delay video communications, in which the coded frames (after the first I) are of type P and the buffer delay must be very small [3].

However, in this paper we show that such a strategy is not as effective when one or several B frames are inserted between the P’s. This is because, for a given level of image quality, the pixels in the B frames can usually be encoded with many fewer bits than those in the P’s. As a result, if we invest a similar number of bits for B and P frames the image quality for the B’s will often be much higher than that of the P’s and, consequently, the image quality will fluctuate throughout the video sequence.

We propose to improve the frame layer of TMN8 rate control in order to reduce the differences in image quality between P and B frames. Our technique consists of two formulas that assign a different target number of bits for those types of frames in a B…BP group. These formulas result from simply extending our macroblock layer (rate control) optimization in [2] to the frame layer and, not surprisingly, indicate that the number of bits for the P and B frames are a function of the prediction error energy in the two types of frames, the number of B frames in a group, and the expected number of bits for encoding the motion vectors and syntax overhead. 

We implemented our technique and present results in a wide variety of video sequences and bit rates. Our results show that with the improved frame layer the image quality fluctuates much less and the overall quality improves significantly (up to 1.8 dB in average PSNR). 

Finally, in the appendix we briefly explain that TMN8 rate control can be used for the enhancement layer with only a minor modification.�

Improved Frame Layer Rate Control



In H.263 video coding, the current frame to be encoded is decomposed into macroblocks of 16x16 pixels, and each macroblock is coded using DCT and variable-length coding. In Figure 1, we illustrate the process of encoding the ith macroblock in the jth frame of a video sequence with M frames. 
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Figure � SEQ Figure \* ARABIC �1�:  Encoding the ith macroblock in the jth video frame



In Figure 1, Bi,j is the number of bits produced when encoding the ith macroblock in the jth frame and Di,j is its distortion, which we measure in terms of the mean squared error (MSE) between the original and the encoded macroblock. In the next section, we derive a mathematical model for the relationship between Bi,j and Di,j.



2.1 Bit-Distortion Model



In [2], we performed an analytical study of typical block-based coders and found models for Bi,j and Di,j as a function of the quantization step size and other parameters. Here, we combine those formulas to obtain the direct relationship between Bi,j and Di,j: 



					� EMBED Equation.2  ���,			        (1)



where A is the number of pixels in a macroblock (i.e, � EMBED Equation.2  ��� pixels), Kj is a parameter that depends on the encoder’s coding efficiency and frame pixels’ distribution (Kj will not be needed), Cj is the rate (in bits per pixel) of the motion and syntax in the j-th frame, and � EMBED Equation.2  ��� is the variance of the prediction error in the macroblock (after motion compensation), i.e., 

    � EMBED Equation.2  ���,                                   	        (2)

where Pi,j(l) is the value of the l-th pixel in the macroblock’s prediction error, and � EMBED Equation.2  ��� is the average of these pixels,

   	        	     		� EMBED Equation.2  ���.					        (3)



For color images, the chrominance components can also be used to compute the variance of the macroblock’s prediction error.  Finally, � EMBED Equation.2  ��� is a distortion weight chosen by the encoder designer (as described in [1,2]) and typically takes values between 1 and � EMBED Equation.2  ���.



2.2 Definition of the problem 



Let N be the number of image macroblocks in a frame. Then, observe that the total number of image macroblocks in the video sequence is MN, since there are M frames. We define the overall MSE distortion D as the average of the distortions for all the macroblocks, i.e.,



			� EMBED Equation.2  ���,		        (4)



where in the second step we used the relationship between Bi,j and Di,j from (1). Now, let T be the total number of bits available for the M frames (T is M times the channel bit rate divided by the encoding frame rate) and Tj the number of bits for the jth frame. Clearly, T is the sum of the bits for the frames or, equivalently, the sum of the bits for all the macroblocks, 



					� EMBED Equation.2  ���.				        (5)



Our objective is to find the values of the optimal target number of bits for each frame in the sequence, T1*, T2*, … , TM*, that minimize the distortion in (4) subject to the bit budget constraint in (5), i.e.,



       � EMBED Equation.2  ���.      (6)



Since (6) involves the minimization of a convex function on a convex set, we can find its unique solution using the method of Lagrange multipliers :



� EMBED Equation.2  ���,           (7)

where� EMBED Equation.2  ��� is the Lagrange multiplier. We solve the minimization problem in (6) by setting partial derivatives to zero and obtain the following expression for the optimum target number of bits for a frame:



				� EMBED Equation.2  ���,			        (8)



where Sj is the sum of the the standard deviations in the jth frame,

					� EMBED Equation.2  ���,			 	        (9)

which can be interpreted as the energy in the jth frame, and � EMBED Equation.2  ��� is the average of all the frame energies, 

					� EMBED Equation.2  ���.					      (10)



In this work, we set the value of the distortion weights to their respective standard deviations, i.e., � EMBED Equation.2  ���, and hence (9) is effectively the sum of the macroblock’s prediction error variances (for intra blocks, the variances are scaled as in [1,2]). 



The formula in (8) is the key for our technique for assigning a target number of bits to P and B frames in a video sequence. Observe that (8) makes sense intuitively. If all the frames have approximately the same energy and motion-syntax overhead, i.e.,



� EMBED Equation.2  ���

� EMBED Equation.2  ���, 



then Tj* in (8) is approximately T/M, and hence each frame is assigned the same number of bits (recall that T and M are the total number of bits and frames, respectively, for the video sequence). If different frames have different energy and motion activity, those with higher energy and motion (i.e., larger Sj and Cj) will be assigned more bits. 



We now use a simple variation of our equation in (8) to assign a target number of bits for P and B frames. For example, consider the typical case where the sequence or pattern of frame types is:   



I,B,…,B,P,B,…,B,P, B,…,B,P,B,…,B,P, …		      (11)



Observe that the set of frames “B,…,B,P” is repeated periodically after the first I frame. Let us refer to such a set as a group of pictures or GOP and let MB be the number of B frames in the GOP above. The target number of bits for the P picture in that GOP, TP, and the target for each of the B frames, TB, can be computed from (8) as follows:



� EMBED Equation.2  ���,			     (12)

� EMBED Equation.2  ���,			     (13)	



where the parameters in (12) and (13) are equivalent to those in (8). Specifically:



SP is the energy (9) for the P frame in the current GOP, which we estimate as the average of the energies of the previously encoded P frames. 

SB is the average of the energies (9) for the B frames in the current GOP, which again is estimated as the average of the energies in previously encoded B frames. 

S is the (estimated) average of the energy in the GOP, i.e.,



� EMBED Equation.2  ���.

CP and CB are the motion and syntax rate (in bits per pixel) for the P and B frames, respectively, as defined in (1), and their values are obtained from the respective macroblock-layer rate controls [1,2]. CPB is their average in the GOP, i.e.,

					

� EMBED Equation.2  ���.

Finally, recall that T, M, and N are the total number of bits (for the GOP), frames (in the GOP) and macroblocks in a frame.



Observe that we could easily obtain equations similar to (12) and (13) for other GOP frame patterns (e.g., another typical pattern is I,B,B,P,B,B,I,B,B,P,B,B, … ) and could also simplify these equations to make them easier to implement. For example, after some lengthy but straightforward manipulations, we can write equations (12) and (13) as follows:



    � EMBED Equation.2  ���,		     		      (14)



� EMBED Equation.2  ���,		     		      (15)	

where � EMBED Equation.2  ��� .



Equations (14) and (15) define our new frame-layer rate control. As mentioned earlier, the values of CP and CB are obtained directly from the macroblock rate control of P and B frames, respectively, and� EMBED Equation.2  ��� is the ratio between the energy of P and B frames. The latter is estimated by simply dividing the averaged energy in previously encoded P and B frames, which can also be obtained from the respective macroblock rate control layers [1,2]. 



Finally, note that, not surprisingly, the current frame-layer rate control in TMN8 (which was designed for GOP’s of the type PPPPP…)  corresponds to the special case where SP=SB and CP=CB  in (14) and (15).�

3.  Experimental results



We used the UBC’s implementation of an H.263+ codec (version 3.1) with annexes D and F. We implemented our improved frame layer rate control in that codec, as defined by equations (14) and (15), along with the macroblock layer for the B frames (since rate control for B frames is not currently supported by UBC). We  selected the option of inserting either one or two true B frames between each couple of P frames, i.e., the pattern of picture types was either IBPBPBP… or IBBPBBPBBP… 



The experiments that we performed are described in Table 1, and Tables 2 and 3 compare the performance of TMN8 rate control (in average luminance PSNR) with the current and improved frame layers. Figures 2-7 show the PSNR, bits, and buffer fullness for each encoded frame with both frame layers. 





Test Name�Video Sequence�Pattern of

Frames�Bit Rate

(Kbps)��fmn112_a�“foreman”�IBPBP…�112 ��fmn112_b�“foreman”�IBBPBBP…�112 ��fmn64�“foreman”�IBPBP…�64��hall24�“hall”�IBPBP…�24��hall48�“hall”�IBPBP…�48��hall64_a�“hall”�IBPBP…�64��hall64_b�“hall”�IBBPBBP…�64��mad24�“mother & daughter”�IBPBP…�24��mad48�“mother & daughter”�IBPBP…�48��mad64_a�“mother & daughter”�IBPBP…�64��mad64_b�“mother & daughter”�IBBPBBP…�64��sil112_a�“silent”�IBPBP…�112��sil112_b�“silent”�IBBPBBP…�112��sil48�“silent”�IBPBP…�48��		

Table 1. Description of the experiments: names assigned to each experiment, video data sources, pattern of frames, and target bit rates. The spatial resolution of the video frames was QCIF and the frame rate was of 15 frames per second. As in [2], the bit rate achieved by the rate control was very close to the target in all cases. A total of five seconds were encoded for each video sequence.�

�TMN8 rate control�TMN8* rate control��Test�PSNR  P�PSNR  B�  | P - B |�PSRN  P�PSNR  B �  | P - B |��fmn112_a�33.38� 34.78�    1.40� 34.85�  34.71�0.14��fmn112_b�32.67� 34.10�    1.43� 34.62�  34.67�0.05��fmn64�30.70� 31.99�    1.29� 32.30�  31.83�0.47��hall24�31.02� 31.66�    0.64� 31.93�  31.69�0.24��hall48�33.73� 34.27�    0.54� 34.74�  34.61�0.13��hall64_a�35.15� 35.70�    0.55� 36.32�  36.28�0.04��hall64_b�34.16� 34.79�    0.63� 35.79�  35.74�0.05��mad24�32.87� 33.54�    0.67� 33.88�  33.44�0.44��mad48�35.17� 35.98�    0.81� 36.33�  35.84�0.49��mad64_a�36.28� 37.19�    0.91� 37.54�  37.05�0.49��mad64_b�35.66� 36.58�    0.92� 37.17�  36.77�0.40��sil112_a�35.42� 36.21�    0.79� 37.04�  36.78�0.26��sil112_b�34.47� 35.25�    0.78� 36.95�  36.72�0.23��sil48�31.59� 32.18�    0.59� 32.56�  32.26�0.30��

Table 2.  Results of the average PSNR obtained when using the rate control in TMN8 with the current frame layer (TMN8) and the improved frame layer (TMN8*), for the P (PSNR P) and B (PSNR B) frames. In each case, |P - B| is the absolute value of the difference between the respective PSNR P and PSNR B. With the improved frame layer (TMN8*) the rate control encodes the P and B frames with closer quality (i.e., the value of  | P - B |  is smaller).





Test�TMN8 PSNR�TMN8* PSNR�Gain in PSNR��fmn112_a�34.08�  34.78�  + 0.70��fmn112_b�33.63�  34.64�  + 1.01��fmn64�31.35�  32.07�  + 0.72��hall24�31.34�  31.81�  + 0.47��hall48�34.00�  34.67�  + 0.67��hall64_a�35.42�  36.30�  + 0.88��hall64_b�34.58�  35.77�  + 1.19��mad24�33.20�  33.66�  + 0.46��mad48�35.57�  36.09�  + 0.52��mad64_a�36.74�  37.30�  + 0.56��mad64_b�36.27�  37.04�  + 0.77��sil112_a�35.81�  36.91�  + 1.10��sil112_b�34.99�  36.87�  + 1.88��sil48�31.88�  32.41�  + 0.53��

Table 3. Results of the average PSNR obtained when using the rate control in TMN8 with the current frame layer (TMN8) and the improved frame layer (TMN8*). The gain in PSNR with the new frame layer is shown in the right-most column. 
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Figure 2. Comparison of the PSNR per frame of TMN8 rate control with the current frame layer (TMN8, dashed line) and the improved frame layer (TMN8*, solid line), for Test “fmn112_a”. Observe that with the improved frame layer the video sequence is encoded with higher PSNR and smaller PSNR fluctuation. 
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Figure 3. Comparison of the number of bits per frame used by TMN8 rate control with the current frame layer (TMN8, dashed line) and the improved frame layer (TMN8*, solid line), for Test “fmn112_a”. The peaks and valleys of TMN8* correspond to P and B frames, respectively. 
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Figure 4. Comparison of the PSNR per frame of TMN8 rate control with the current frame layer (TMN8, dashed line) and the improved frame layer (TMN8*, solid line), for Test “fmn112_b”. Observe that with the new frame layer the video sequence is encoded with higher PSNR and smaller PSNR fluctuation.
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Figure 5. Comparison of the number of bits per frame used by TMN8 rate control with its current frame layer (TMN8, dashed line) and TMN8 rate control with the improved frame layer (TMN8*, solid line), for Test “fmn112_b”. The peaks and valleys of TMN8* correspond to P and B frames, respectively. 
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Figure 6. Comparison of the number of bits in the encoder buffer at the beginning of each frame’s interval with TMN8 rate control with its current frame layer (TMN8, dashed line) and the improved frame layer (TMN8*, solid line), for Test “fmn112_a”. TMN8*’s buffer fullness fluctuates more than TMN8’s, but the buffer fullness is below the maximum (MAX, dotted line) in both cases. 
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Figure 7. This figure is the same buffer fullness plot as that in Figure 6, but for experiment “fmn112_b”. �

4. Conclusions



We have compared the performance of TMN8 rate control with the current and an improved frame layers. With the latter, the bit allocation between P and B frames is more effective. Specifically, the improved frame layer reduces the fluctuation of image quality throughout the video sequence and increases the overall image quality up to 1.8 dB in PSNR. 



We propose to replace the current frame layer rate control in TMN8 with the improved version proposed in this paper.



Appendix:  Discussion on TMN8 rate control for the enhancement layer



When the spatial/SNR scalability in Annex O is used, an H.263+ codec generates a bit stream for a base layer and another for an enhancement layer �, which allows for the decoding of a sequence at more than one quality level. Specifically, some decoders can obtain a lower quality video by decoding only the bit stream for the base layer, while others can obtain a higher quality by decoding both. 



Given a total bit rate for the base and enhancement layers, an interesting question is how many bits should be invested into each layer, and an effective rate control method would allocate bits so that the overall quality is as high as possible. However, in most cases, we believe that the number of bits available for the base and enhancement layers will be set by the particular application. For example, one may want to send a base layer bit stream through a channel of rate R1 (e.g., in an ISDN line R1 = 64 Kbps) and an enhancement layer through another channel of rate R2. In that case, the target bit rate for the base layer would be R1 and that for the enhancement layer would be R2. 



If we have a target bit rate (and frame rate) for the enhancement layer, observe that TMN8 rate control [1] can be used there without practically any changes. In fact, encoding the enhancement layer is no different from encoding the base layer, except that the prediction for each (enhanced) frame can be improved by the respective frame in the base layer. However, the parameters K and C in [1], which are related to the prediction error and motion/syntax statistics, respectively, will usually be different in both layers and should not be shared; in other words, each layer should have different variables to estimate and keep the values of K and C. 
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� For the purposes of this discussion, we consider the simpler case where there is only one enhancement layer, but recall that there can be more than one.
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