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1.0  H.263, H.263+, and H.263++


This document contains a report of the work at our Sunriver meeting on the topics of H.263, H.263+, and H.263++ standardization activity.


1.1  H.263+ Activity


1.1.1  Review of H.263+ Ad-Hoc reports [Q15b03, Q15b32]


The H.263+ Ad-Hoc group was active in the interim period, and generated the 14th draft [Q15b11] of H.263+ and held a meeting during the Stockholm MPEG meeting.


Decisions re: itemized comments in AHC report:


Use “independent segment decoding” as term, rather than “independently segmented decoding”.


Deferred to later in meeting (later: basic rounding method for motion compensation not changed).


Start code emulation problem - should be fixed.


1.1.2  Review of H.263+ Draft 14 [Q15b11]


Changes made in the generation of draft 14 were approved.


Disposition of open issues listed in preamble of draft 14:


Deferred to later in meeting (later: New method adopted subject to immediate refinement).


Deferred to later in meeting (later: Proper justification for this mode was achieved).


Solved in discussions at the meeting, to be adopted as Appendix to H.263.


If in ISD mode, must be either in RS submode of annex k or not using Annex K, and the segment structure shall not change from picture to picture except in I and EI pictures, and enhancement EI structure must equal or subdivide the lower layer structure.


Fix CPM by moving the appropriate bits earlier in the bitstream in picture header and slice header as necessary.


Deferred to later in meeting (later: SAC model for INTER4V+Q provided by Peter List).


Make editorial clarification only.


Deferred to later in meeting (later: new method not adopted for H.263+, should consider for H.26L).


CPM QCIF restriction and renaming of meaning of CPM, end of sequence code [Q15a34], deferred to later in meeting (later: modifications suggested were adopted with some minor alterations).


Deferred to later in meeting (later: larger motion vector range adopted into UMV mode).


Generalized spatial scalability, had some support, some interaction with RPR mode spatial scalability. Not adopted - deferred for consideration as H.263++ topic.


“New baseline mode” - Not adopted.


Deferred to later in meeting (later: increased value of STRENGTH adopted when in RRU with DF).


Suggestion for clarification accepted.


Deferred to later in meeting (later: modified DQUANT operation with MQ mode adopted).


No change adopted for sometimes-redundant MV data.


Deferred to later in meeting (later: suggestion for allowing upward prediction from B pictures not adopted - deferred for possible future consideration as an H.263++ feature).


Deferred to later in meeting (later: syntax diagrams provided by Matt Bace adopted with corrections).


1.1.3  Proposals to change the drafted text


1.1.3.1  Issues related to start-code emulation [Q15b22, Q15b44, Q15b57, Q15b66]


A contribution was presented which proposed a systematic method of preventing start code emulation in H.263+ [Q15b44] along the lines of the process described in Annex E (SAC mode).  It was noted that 15 zeros can cause an emulation of an H.261 start code, but that such sequences of 15 zeros already occur in the prior version of H.263.  It was agreed that the proposed systematic method of preventing start code emulations was very late to consider for H.263+ adoption and that we believed that careful scrutiny of our syntax should ensure that no such emulations can occur within it.  However, it was agreed that since the proposed method would be effective and would require less work during the drafting of a standard, that it may be considered for future use in some other context in which its ease of the burden of emulation-free syntax design might be worth its added complexity.


A contribution was presented [Q15b22] which had originally been intended for purposes of describing start code emulations in our drafted text.  However, most of the original content anticipated for this contribution had already been accommodated in some way in Draft 14.  The author wished to point out that the method adopted for one aspect of the start code emulation prevention goal might have been better served if the INTRA CBPY VLC were used for bi-directional prediction in EP pictures, and the group agreed to adopt this suggested modification.


A contribution providing complete syntax diagrams for H.263+ was presented [Q15b57], in which a start code emulation issue was described relating to reference picture resampling parameters.  It was agreed that this problem should be fixed in some manner to be investigated by the group and that syntax diagrams for H.263+ would be adopted into the draft.


Additional start code emulations were found during the meeting and were described [Q15b66].  It was agreed that these would be fixed.


1.1.3.2  Motion Compensation Rounding [Q15b31, Q15b39]


A contribution was presented discussing “rounding to odd” or “rounding to even” versus present method in draft 14 of using alternating-bias rounding for motion compensation [Q15b31]. It was noted that it was primarily a hardware issue as to which is clearly preferred.  No particular preference was strongly expressed for one method over another, so the group kept the design currently in the draft.


A contribution was presented which discussed rounding control for B pictures [Q15b39].  It suggested that we always round a B picture or the B part of a PB frame in the same direction - “positive rounding” (RTYPE always 1 for B pictures, RTYPE applies only to P part of PB frames).  Several (5) alternative methods were evaluated.  Also evaluated when motion estimation uses different rounding than motion compensation.  Also when encoder uses one rounding type and decoder uses another.  Conclude for B picture, it doesn’t matter, no matter what – even if encoder and decoder are doing different things.  The draft currently says to use the same rounding type as P for PB.  Really could allow implementation to decide its own method.  Possible impact on multi-generation encoding.  The suggestion to always us positive rounding was adopted.


1.1.3.3  Longer Motion Vectors [Q15b21, Q15b43, Q15b45, Q15b66]


Several contributions were presented which strongly suggested that due to the implementation difficulties of the current Annex D and due to the adoption of large picture sizes and temporal scalability into H.263+, it was believed to be necessary to allow a larger range of motion vectors than the current 16x16 limit (a moving limit within a 32x32 area in the case of Annex D) [Q15b21, Q15b43, Q15b45].  An efficient unlimited reversible VLC was proposed as a method for representing such vectors.  A significant amount of work had been conducted by several parties to design and verify these proposals, even including the exchange of bitstreams and three independent implementations.  It was noted that the adoption of a reversible VLC might be beneficial for further exploitation within H.263++ standardizaiton.  The new method, whether using folding vector windows or not, was judged to be at least equivalent in efficiency to the current method in essentially all cases, and a 12-24% reduction in bit-rate was shown for some high-resolution (CCIR 601 resolution) sequences by allowing longer motion vectors.


A need was expressed for some parallel-processing or cache-oriented decoders to have some reasonable limit on motion vector range unless a complete removal of such restrictions could be negotiated by external means.  There was some discussion about whether motion vectors over picture boundaries should always be required with PLUSPTYPE, with some misgivings expressed regarding adding burdens to prior designs and regarding low-delay error-feedback multipoint continuous-presence transcoders.


The group agreed to work on adopting longer motion vectors into the draft in some form, and produced document Q15b66.  The method described includes the adoption of a reversible VLC table into Annex D, +/-32 for CIF, +/-64 for 4CIF, +/-128 for really big pictures, longer by external means, forbidding use with Annex E, use of the same table for Annex P encoding, notes in Annex Q, with some adjustments for start-code emulation, etc. [Q15b66].


1.1.3.4 Inter CBPY coding [Q15b54]


A contribution was presented which showed that a significant savings in the bit rate used for the coding of INTER CBPY data could be achieved by using the INTRA CBPY VLC whenever CBPC = ‘11’.  Since the circumstances in which such a bit rate savings was achieve were similar to those of benefit for the Alternative Inter VLC mode (Annex S), and since this was also the use of an alternative VLC definition, it was agreed that this feature would be adopted into Annex S.


1.1.3.5 Annex C Continuous-Presence and Multiplex [Q15b34]


A contribution was presented which pointed out some shortcomings in CPM operation.  It was agreed that the CPM definition would be improved by:


Moving the CPM and PSBI fields forward in the picture header when PLUSPTYPE is present,


Adding CPM and SBI indications to the back-channel and slice-level syntax,


Removing the QCIF restriction in Annex C,


Renaming CPM to “continuous presence multipoint and video multiplex”,


Require substreams to either all be in GOB-structured mode or all to be in slice sctructured mode if necessary (the only exception from the general rule that the bitstreams are coded independently). Note: this restriction was later found not to be necessary, and


Adding end of sub-sequence codes, noting possibly requiring byte alignment.


1.1.3.6  Annex J Deblocking Filter [Q15b12]


A contribution was presented which sought clarification of the definition of the deblocking filter operation in Annex J [Q15b12].  These comments were made based on the prior draft (draft 13) of H.263+, and it was agreed that sufficient clarification had been recently provided in the newest draft (draft 14).


1.1.3.7  Annex K use with Annex E [Q15b60]


A contribution was presented [Q15b60] which questioned whether data could be properly decoded with low delay when the SAC mode (Annex D) was used with the Slice Structured Coding mode (Annex K).  After a discussion of the detailed conditions in which this mode interaction might possibly be considered to cause a problem, the group did not conclude that a problem existed and therefore did not change the text in this regard.


1.1.3.8  Annex M Improved PB Frames [Q15b13]


A contribution was presented which sought the addition of a backward-only prediction mode for the B part of an Improved PB frame [Q15b13].  This was accompanied by a demonstration video showing the occurrence of a scene cut just prior to a PB picture.  Various methods of incorporating backward-only prediction were tested relative to a reference codec not allowing backward prediction.  All three of the demonstrated methods of using backward prediction showed a dramatic improvement in picture quality or bit rate relative to the codec not using backward prediction for these scenes.  Although an encoder which could detect a scene change and react by not using a PB frame in such a situation could avoid the phenomenon showed in this demonstration, the group agreed that it would be useful to allow an encoder to use backward-only prediction so that this level of sophistication in the encoder would not be necessary.


Among the three alternative methods for incorporating backward prediction, the simplest was chosen.  This chosen method consisted of simply copying the content of the P part of the picture without use of a non-zero motion vector offset.


It was noted that adding a prediction mode to this type of picture would affect the SAC model used in Annex D, and it was agreed that a modified model would be adopted to correct this possible problem.


1.1.3.9  Annex N Reference Picture Selection [Q15b18]


A contribution was presented which showed that reference picture selection without use of a back channel was effective in providing robust video quality in severe packet loss scenarios (e.g., 20% packet loss with 40% added data for robustness) [Q15b18].  The method of use for Annex N in this scenario was that known as “video redundancy coding”, in which sometimes multiple picture representations are sent for the same temporal instant of the video scene (e.g., using different reference pictures).  It was agreed that some text would be added to the draft to briefly discuss (and allow) the use of Annex N in such a manner.


1.1.3.10  Annex O Temporal, Spatial, and SNR Scalability [Q15b30, Q15b47, Q15b48]


A contribution was presented which proposed allowing spatial scalability operation with factor-of-two upsampling in only one dimension (horizontal or vertical) [Q15b30].  The contribution was accompanied by a demonstration.  The demonstration showed four forms of scalable enhancement of a QCIF base layer.  One quadrant showed QCIF SNR enhancement, one showed horizontal spatial scalability enhancement, one quadrant showed vertical spatial scalability enhancement, and one quadrant showed CIF spatial scalability enhancement (using 30 kbps in the  layer and 60 kbps in the enhancement layer). No deblocking filter was used for any of the sequences.  The group decided that although there was not a dramatic improvement in picture quality shown for using 2x scalability relative to SNR scalability, the 2x scalability method was a syntax-free way to achieve a compromise between the blurriness of SNR scalability and the extra complexity and possible extra blockiness of 4x spatial scalability, and also that 2x spatial scalability would be effective for coding the single-field output of interlaced video cameras.  Thus the 2x spatial scalability proposal was adopted.  It was noted that it was important to account for the impact of this on the Reference Picture Resampling mode (Annex P) parameter data, sending refinement bits only for those dimensions which are upsampled.


A contribution was presented which proposed the adoption of a very general spatial scalability [Q15b47], perhaps using the Reference Picture Resampling technique (Annex P) to perform the rate conversion process. It was agreed that although this proposal had merit, it should be deferred to some possible future standardization effort rather than adopting it into H.263+ at this late stage.


A contribution was presented which proposed using B pictures in a reference layer as anchors for higher layers [Q15b48].  The group had misgivings about adopting such a proposal into Annex O given the additional memory needed for such a scheme, the unknown ramifications on Annex O, and the late stage of our work.


1.1.3.11  Annex P Reference Picture Resampling [Q15b40]


A contribution was presented which indicated that verification of the operation of the virtual frame warping proposal for a modification of Annex P had been accomplished [Q15b40].  A demonstration was provided that showed that reference picture resampling was useful in improving coding efficiency under global motion conditions and showing that the virtual frame warping technique as implemented had no perceptible loss in visual quality in such use.  Some shortcomings in the technical description provided to the group as the draft text for incorporation were pointed out and discussed, and the text as drafted did not appear to be adequate for use as a proper specification of the method.  Some discussion occurred as to whether the method achieved its goal of significant complexity reduction.  The primary proponent of the virtual frame warping technique agreed to provide an improved technical description for adoption into the draft, which the group agreed to adopt subject to review for adequate description quality.


1.1.3.11  Annex Q Reduced Resolution Update [Q15b37, Q15b38]


A document was presented which proposed several small changes to Annex Q [Q15b38].  The first of these changes was an editorial clarification regarding motion vector handling when Annex Q is in use.  The suggestion for editorial clarification was accepted.


The contribution also proposed modifying the deblocking filter specified in Annex J when Annex Q was in use.  A demonstration was provided to show that this produced a quality benefit.  The suggested revision was to quadruple the STRENGTH parameter of Annex J when Annex Q is in use.  A comment was made that quadrupling STRENGTH would increase the complexity of decoders which use a look-up table approach for Annex J implementation.  It was suggested that it might be better to remove the clipping in Annex J altogether when Annex Q is in use, thus removing this implementation difficulty.  The suggestion was evaluated by the contributor of Q15b38, who found it equivalent in performance, so the suggestion of removing clipping in this circumstance was adopted.


The document described another issue regarding the interaction between Annexes Q and R, but this issue had already been adequately addressed in the latest draft of Annex R.


A demonstration of the visual quality produced by use of Annex Q was provided with two contributions [Q15b37, Q15b38].  The use of Annex Q for a CIF picture was shown side-by-side against three reference encodings, QCIF with Annexes D, F, and J and TMN8 rate control, CIF with Annexes D, F, J and TMN8 rate control, and DC-Only coding at high QP for several video sequences (“bowing”, “pamphlet”, “silent voice”, and “mother and daughter”).  These demonstrations showed that the sequences which used Annex Q  were able to maintain visible high quality in stationary background areas better than the QCIF reference, were able to maintain a higher frame rate without sacrificing picture quality than the CIF reference, and had higher visual quality with less blockiness than the DC-Only reference.  The group thus concluded that the need for Annex Q had been compellingly demonstrated.


1.1.3.12  Annex S Independent Segment Decoding [Q15b11]


In Draft 14 there was an editorial note questioning the viability of the ISD mode due to the complexity of a decoder determining the shape of the region to extrapolate.  Several changes were adopted to simplify the work of the decoder:


The segment structure of an ISD picture other than an Intra or EI picture shall be the same as the segment structure of its temporally-previous reference picture,


The segment structure of an EI picture shall equal or subdivide the segment structure of its lower-layer reference picture, and


The ISD mode of Annex S shall not be used with the Slice Structured Coding mode of Annex K unless the rectangular slice submode of the Slice Structured Coding mode is in use.


1.1.3.13  Annex T Modified Quantization [Q15b11, Q15b68]


In Draft 14 there was an editorial note regarding discussions under way about the design of the DQUANT table in Annex T.  The group discussed this table and agreed to change the DQUANT operation.  A description of the changes to be made was presented [Q15b68].


1.1.4  Recommended Mode Combinations [Q15b04, Q15b53, Q15b67]


Our Ad-Hoc activity produced some discussion of recommended mode combinations, but this effort by itself did not produce a consensus outcome prior to the meeting [Q15a04].


A contribution was presented which proposed a single layered structure of uncoupled modes for recommended mode combinations for decoder implementation, regardless of terminal type or network transport type, in order to achieve maximal enhanced interoperable operation across all networks [Q15b53].  The group agreed that such a structure for recommended mode implementation was desired, and adopted the plan with some alterations.


The adopted structure consists of recommending an uncoupled implementation of:


Layer 1: 


Annex I: Advanced Intra Coding


Annex J: Deblocking Filter


Annex L section 4: Full-Picture Freeze


Annex T: Modified Quantization


Layer 2:


Annex K: Slice Structured Coding (all submodes)


Annex P implicit factor of four: Dynamic Picture Resizing


Annex D: Unrestricted Motion Vector (not completely unrestricted)


Layer 3:


Annex F: Advanced Prediction


Annex M: Improved PB Frames


Annex R: Independent Segment Decoding


Annex S: Alternative Inter VLC


A draft appendix for incorporation into the H.263+ draft text was written and presented to reflect this decision [Q15b67].


1.1.5 Impact on H.245 and Other System Standards [Q15b04, Q15b59, Q15b61, Q15b64]


A strong need was expressed for work on the adoption of H.263+ into terminal standards [Q15b04].  A late contribution was presented which discussed and proposed some H.245 syntax and semantics [Q15b59].  The group agreed that this was a very important activity that required work during our meeting.  These issues and our selection of preferred mode combinations were addressed in joint sessions with Q.11-Q.14/16.  Our work on this topic resulted in the production of a document describing our consensus for H.245 needs [Q15b64], which was conveyed to Q.11-Q14 in joint session.


A proposal was presented in our joint session for the adoption of multiple video streams into H.320 using the CPM feature of H.263+.  The various possible ramifications of such an approach and the need for further enhancement of H.320 was discussed.  No immediate action was taken by Q11 on this issue, although there was some interest expressed in the general concept of having multiple video streams in ISDN-based terminals.


A proposal originally directed to Q.11 was presented after a raising of this issue in joint session regarding the need for negotiation of a luminance-only mode of video codec operation (sending a neutral flat chroma representation) [Q15b61].  Our experts expressed their belief that such a defined mode of operation would typically save only a small (3-10%) percentage of the total bit rate for video, that encoders were already free to send neutral color, and that decoders using monochrome displays could simply not process the color information beyond what is necessary to parse the bitstream.


1.1.6  RTP Payload Packetization of H.263+ [Q15b06, Q15b17, Q15b27]


The group was pleased to hear that a serious effort is under way amongst its members [Q15b06, Q15b27] and in the IETF [Q15b17] toward the definition of an RTP payload format for packetization of H.263+ bitstreams, and wishes to encourage further work toward a good definition of such a packetization format.


1.1.7  H.263+ Bitstream Verification [Q15b05]


The group was pleased to hear that a successful, active, and ongoing effort was under way to exchange bitstreams for the verification of drafted text content and of software implementations [Q15b05].


1.1.8  Test Model (#8) Enhancement and Software Development [Q15b07, Q15b46]


Progress was made in the area of test model enhancement and software development [Q15b07].  A new version of TMN8 was released by its editor to correct some flaws in its description [Q15b46].  As these changes were not made to change the design of the encoder, this revised model is known as TMN8r1 rather than TMN9.


Comments were made at the meeting and in the H.263+ ad-hoc report [Q15b03] that the current test model did not adequately specify quantization for use of Annex I Advanced Intra Coding.  It was agreed that this change might not justify issuing a revised test model in itself, but that such a description should be added to the next test model document when it is eventually produced.


1.1.8.1  Software Availability [Q15b07, Q15b33]


Deutsche Telekom and the University of British Columbia have both made software available to the public [Q15b07, Q15b33] including an implementation of several of the features of the existing H.263+ draft and test model.  We wish to thank these groups for their efforts and to encourage further such generosity in the future.  There was some discussion about the donation of software tools for use as a library of software by the group, as with the software archived by Mr. Simao Campos Neto for audio work.


1.1.8.2  Test Model Enhancement [Q15b07, Q15b46]


The group wishes to encourage work toward incorporation of additional annexes and capabilities into our test model [Q15b07, Q15b46] (e.g., use of Annexes P, Q, N, R, and T).


1.1.8.2.1 Motion Estimation [Q15b16, Q15b23]


A reduced complexity method for motion estimation was presented [Q15b16].  It used a 40-position search conditioned on SAD results for the (0,0) and predicted motion vector, to obtain a +/- 7 pixel integer motion vector.  The SAD was adjusted for step size and number of bits for the motion vector in order to adjust for the rate-distortion tradeoff in the choice of a motion vector.  At 5 fps, this resulted in a 5% increase in bit rate; at 20 fps there was a 2% increase, and at 15 an even lower increase in bit rate relative to the full-search method in part of the test model.  This method was not compared directly with the University of British Columbia method for low complexity motion estimation in the test model.


The University of British Columbia presented more results on their reduced-complexity motion estimation method which is now in the test model [Q15b23].  As it was found that the reduced-complexity method may have some performance penalty relative to the full search method, the group decided to maintain having both methods in the test model for the time being.


1.1.8.2.2 Rate Control [Q15b28]


A contribution was presented discussing a comparison between the TMN8 rate control and the rate control method currently in use in the verification model of MPEG-4.  The document showed that the TMN8 rate control appeared to be very effective in bit rate and delay control.


1.1.8.2.3 Post-Processing [Q15b14, Q15b15]


A proposed change to the test model was presented to modify strength of post-filtering when Annex J is not in use [Q15b14].  This contribution was accompanied by a demonstration showing a significant subjective improvement when the modified post-filter was used.


The group agreed to adopt this change into the next revision of our test model when it is released (probably after receiving some description of how to use Annexes P and Q) at the discretion of the test model editor (Tom Gardos of Intel).


A contribution was presented showing the effect of the addition of some “comfort noise” to decoded video, with some promising results [Q15b15].  The group showed interest.  Comfort noise resulted in greater perceptual sharpness (but with some perception of noisiness) in some sequences.


1.1.8.2.4  Software Availability [Q15b33]


Software has been released from University of British Columbia [Q15b33].  UBC is encouraging active contributions to the software, which will be maintained as publicly available.  Enhanced capabilities and some architectural restructuring of the code are planned.


Results were presented using the UBC model for Annexes I (with some question about validity of results, probably due to quantization), J, M, O (B-frames), S, and T (chroma quant).


1.1.8.2.5  Simulation Results for H.223 Extensions [Q15b62]


Simulation results were presented for the impact of the multiplexer on video qualtiy possible for a realistic lossy (e.g., 10^(-3) bursty) channel model (using Telenor codec) [Q15b62].  There were suggestions for better error detection and concealment usage in the video decoder.


1.1.9  H.263+ Draft Text Generation [Q15b11]


The editor of the H.263+ draft text was directed by the group to incorporate the decisions made at the Sunriver meeting, and it was agreed that the final draft thus produced should be submitted as a white document for final “decision” approval at the January/February SG16 meeting.


2.0  H.263++ [Q15b08]


The ad-hoc report on activity toward H.263++ standardization indicates that it is anticipated that a serious effort in this regard can get under way in December [Q15b08].  The workplan alternatives discussed inthe ad-hoc report were discussed, and the “deliberative” (3-year) schedule was tentatively adopted.  It was agreed that H.263++ and H.263L (H.26L?) should pursue their technical goals together until such a time as a syntax draft is adopted for one or the other of these activities, while maintaining two separate projects with separate workplans and requirements.


2.1 H.263++ Technical Content Presentations


2.1.1 Adaptive Quantization [Q15b42]


A method of using adaptive quantization was presented [Q15b42] which, although requiring a significant increase in encoding complexity, was shown to achieve in the neighborhood of a 30% decrease in bit rate for equivalent quality.  A video demonstration was provided.


2.1.2 Preventing Start Code Emulation [Q15b44]


A method which had been presented for possible inclusion into H.263+ for preventing start code emulations was agreed to be appropriate to consider for H.263++ work [Q15b44].


2.1.3  General Spatial Scalability [Q15b47]


A method which had been proposed for possible inclusion into H.263+ for providing general spatial scalability was agreed to be appropriate to consider for H.263++ work [Q15b47].


3.0 Maintenance of Prior Standards


3.1 Amendments 3 and 4 to H.262|MPEG-2 [Q15b19, Q15b20]


The draft amendments 3 and 4 as submitted in their current form were approved for submission as a white paper contribution for decision at the January Study Group meeting [Q15b19, Q15b20]. One note was added by MPEG on the last page of Draft amendment 4 since last seen by the ITU experts.  This extremely minor addition was approved.
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