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1. Introduction

The virtual frame warping method [1] proposed at the previous meeting provides the functionality of substantially reducing the computational complexity of the Reference Picture Resampling Mode with unperceptible degradation of coding performance. Considering the provided functionality, it was agreed at the previous meeting that the virtual frame warping method will be adopted in the H.263+ draft under the condition that no major defect be found until the Sunriver meeting. This document provides a report on the verification test of this method which was performed at two independent organizations (i.e. NTT and Hitachi).

2. Simulation conditions

The following simulation conditions were adopted in the experiment:

“Foreman” (CIF, 300 frames), “MIT Sequence” (CIF, 150 frames), and “Stefan” (SIF, 300 frames) were used as test sequences.

The frame rate was fixed at 10 Hz.

The value of QUANT was fixed throughout each sequence. The tested QUANT values were 10 and 31.

1/2-pel and 1/16-pel accuracy was tested as the displacement accuracy.

The current Annex P warping [2] and virtual frame warping [1] were tested.

The global motion estimation (GME) method which is currently under test in the N3 core experiment of MPEG-4 [3] was used. In the test conducted at NTT, another GME method which allows only zooming and translational motion  was additionally tested for “MIT Sequence”.

3. Simulation Results

The results of the simulations are shown in tables 1, 2, 3, and 4. The results obtained using the GME method tested at MPEG-4 is shown in tables 1, 2, and 3. The results obtained using the GME method which allows only zooming and translational motion is shown in table 4. These results indicate that:



The difference in performance between the 1/2 pel accuracy case and the 1/16 pel accuracy case is small.

The rate-distortion performance of the tested two warping methods (i.e. Annex P warping and virtual frame warping) show almost identical performance.

Restricting the global motion parameters to allow only zooming and translational motion is effective in improving the coding performance, when the input image sequence only includes this type of motion (this assumption is reasonable for sequences with camera zooming and panning).

The results obtained at NTT and Hitachi are very similar.



Table 1. Results of “Stefan”. The GME method described in [3] was used.

�NTT�Hitachi���PSNR(Y)�PSNR(U)�PSNR(V)�no of bits�PSNR(Y)�PSNR(U)�PSNR(V)�no of bits��Q=10, 1/16, Annex P�30.74�35.72�35.44�5405624�30.74�35.74�35.46�5416960��Q=10, 1/16, virtual�30.74�35.73�35.45�5399280�30.74�35.74�35.44�5397456��Q=10, 1/2, Annex P�30.73�35.71�35.43�5397856�30.73�35.70�35.43�5396000��Q=10, 1/2, virtual�30.73�35.69�35.43�5409976�30.73�35.70�35.44�5402264��Q=31, 1/16, Annex P�23.86�31.44�30.94�1273496�23.86�31.44�30.92�1271608��Q=31, 1/16, virtual�23.86�31.44�30.91�1264128�28.86�31.41�30.91�1272040��Q=31, 1/2, Annex P�23.86�31.41�30.90�1274552�23.87�31.40�30.88�1283632��Q=31, 1/2, virtual�23.86�31.43�30.88�1284952�23.86�31.39�30.86�1280552��

Table 2. Results of “Foreman”. The GME method described in [3] was used.

�NTT�Hitachi���PSNR(Y)�PSNR(U)�PSNR(V)�no of bits�PSNR(Y)�PSNR(U)�PSNR(V)�no of bits��Q=10, 1/16, Annex P�32.99�38.71�39.66�1909408�32.99�38.71�39.67�1912992��Q=10, 1/16, virtual�32.99�38.71�39.67�1908592�33.00�38.70�39.65�1913664��Q=10, 1/2, Annex P�32.98�38.71�39.66�1912288�32.99�38.70�39.66�1917152��Q=10, 1/2, virtual�32.99�38.71�39.66�1911968�32.99�38.70�39.66�1916400��Q=31, 1/16, Annex P�28.47�35.81�36.01�753648�28.47�35.95�36.01�754664��Q=31, 1/16, virtual�28.47�35.83�36.00�754392�28.47�35.90�36.00�755744��Q=31, 1/2, Annex P�28.46�35.79�36.00�754704�28.47�35.94�36.04�757104��Q=31, 1/2, virtual�28.46�35.79�35.95�754880�28.46�35.91�36.03�755736��

Table 3. Results of “MIT sequence”. The GME method described in [3] was used.

�NTT�Hitachi���PSNR(Y)�PSNR(U)�PSNR(V)�no of bits�PSNR(Y)�PSNR(U)�PSNR(V)�no of bits��Q=10, 1/16, Annex P�32.61�35.82�35.96�1141624�32.62�35.82�35.98�1137008��Q=10, 1/16, virtual�32.61�35.83�35.99�1142280�32.61�35.81�35.99�1137344��Q=10, 1/2, Annex P�32.54�35.75�35.93�1164392�32.55�35.77�35.93�1160648��Q=10, 1/2, virtual�32.55�35.77�35.89�1161952�32.55�35.77�35.89�1160528��Q=31, 1/16, Annex P�26.79�31.09�31.22�305904�26.81�31.15�31.23�306688��Q=31, 1/16, virtual�26.79�31.14�31.28�306440�26.80�31.13�31.21�306544��Q=31, 1/2, Annex P�26.76�31.06�31.18�308256�26.77�31.04�31.14�310416��Q=31, 1/2, virtual�26.79�31.04�31.13�307224�26.79�31.07�31.15�308384��

Table 3. Results of “MIT sequence”. The GME method allowed only zooming and translational motion.

�NTT���PSNR(Y)�PSNR(U)�PSNR(V)�no of bits��Q=10, 1/16, Annex P�32.69�36.07�36.13�1038384��Q=10, 1/16, virtual�32.70�36.08�36.11�1037496��Q=10, 1/2, Annex P�32.57�35.91�35.98�1078456��Q=10, 1/2, virtual�32.57�35.91�35.98�1077960��Q=31, 1/16, Annex P�26.87�31.31�31.24�273920��Q=31, 1/16, virtual�26.86�31.24�31.30�273632��Q=31, 1/2, Annex P�26.81�31.18�31.24�278480��Q=31, 1/2, virtual�26.81�31.20�31.21�279192��



5. Conclusions

The performance of virtual frame warping was tested by two independent organizations, and no major defect of this method was found. According to the agreement of the previous meeting, we propose the adoption of virtual frame warping in Annex P of H.263+.

6. Proposed changes to the current draft



Rewrite section P.3 as follows:

P.3.	Resampling algorithm

The method described in this section shall be mathematically equal in result to that used to generate the samples of the resampled reference picture. Using the integer warping parameters � EMBED Equation.2  ���and � EMBED Equation.2  ���, integer parameters � EMBED Equation.2  ���, and � EMBED Equation.2  ���  which denote the x- and y-displacements at the corners of the luminance picture field in 32-pixel accuracy (the actual displacements are obtained by dividing these values by 32) are defined as 



	� EMBED Equation.2  ���



By applying bilinear extrapolation to these vectors, the integer parameters� EMBED Equation.2  ���and� EMBED Equation.2  ��� which denote the x- and y-displacements of the luminance picture field at (0, 0), (H’, 0), (0, V’), and (H’, V’) in 1/32 pel accuracy (the actual displacements are obtained by dividing these values by 32) are defined as



	� EMBED Equation.2  ���



where “//” denotes integer division that rounds the quotient to the nearest integer, and rounds half integer values away from 0. H’ and V’ are defined as the smallest integers that satisfy the following condition



� EMBED Equation.2  ���



Next, the integer parameters � EMBED Equation.2  ���and � EMBED Equation.2  ���which denote the x- and y-displacements of the luminance picture field at (0, j+1/2) and (H’, j+1/2) in 1/32 pel accuracy (the actual displacements are obtained by dividing these values by 32) are defined using one dimensional linear interpolation as



	� EMBED Equation.2  ���



Finally, the parameters that specify the transformed position in the reference picture becomes



	� EMBED Equation.2  ���



where 



“///”: 	integer division with rounding towards the negative infinity,

P:	accuracy of x- and y-displacements (P=2 when DA=“0” and P=16 when DA=“1”, see section P.2.1. for the definition of DA),

(IR(i, j)+1/2, JR(i, j)+1/2):	location of the transformed position in 1/P pixel accuracy (both IR(i, j) and JR(i, j)  are integers),

(iR(i, j)+1/2, jR(i, j)+1/2):	location of the sampling point near the transformed position (both iR(i, j)  and jR(i, j)  are integers),

� EMBED Equation.2  ��� 	bilinear interpolation coefficients of the transformed position.



The computation of this equation can be simplified by replacing the divisions by shift operations, since 32SH’/P =2m+3 and P =24 (when P=16 and S=4).



Using these parameters, the sample value, EP(i, j) of the pixel located at (i+1/2, j+1/2) in the resampled picture is obtained by

 

	� EMBED Equation.2  ���



where “/” denotes division by truncation. iR and jR are simplified notations for iR(i, j) and jR(i, j), and ER(iR, jR) denotes the sample value of the pixel located at (iR+1/2, jR+1/2) in the reference picture. The value of RCONTROL is determined by the rounding type (RTYPE) bit in MPPTYPE (see section 5.1.4.3) as specified in section 6.1.2.



The resampling algorithm described above can be rewritten as a pseudo-code as follows. To simplify the description of the resampling algorithm, a function prior_sample is defined.  Its purpose is to generate a pixel value for any integer location (m,n) relative to the prior reference picture sampling grid:

clip(xmin, x, xmax) {�  if (x ( xmin) {�    return xmin;�  } else if (x ( xmax) {�    return xmax;�  } else {�    return x;�  }�}

� EMBED Equation  ���

Next, a filter function that implements the bilinear interpolation is defined.  It is assumed that the bilinear interpolation coefficients, Øx and Øy, are quantized in the range 0,(,P-1 (inclusive).

� EMBED Equation  ���



Finally, the method for warping the reference picture to generate a prediction for the current picture can be specified in terms of these functions.  The pixels of the prediction picture can be generated in a raster scan order.  It is assumed that the values � EMBED Equation.2  ���and � EMBED Equation.2  ���are already calculated and loaded into variables � EMBED Equation.2  ��� and � EMBED Equation.2  ���. The sample values of the pixels in the j th line of the resampled image is obtained by the following pseudo-code:



D = 32 * S * 2m  / P 

� EMBED Equation.2  ��� = D * P + 2 * (� EMBED Equation.2  ��� - � EMBED Equation.2  ���);       

� EMBED Equation.2  ��� = 2 * (� EMBED Equation.2  ���- � EMBED Equation.2  ���);                                

� EMBED Equation.2  ��� = � EMBED Equation.2  ��� * 2m+1 + (� EMBED Equation.2  ��� - � EMBED Equation.2  ���)+ D / 2;                       

� EMBED Equation.2  ��� = j * D * P + � EMBED Equation.2  ��� * 2m+1 + (� EMBED Equation.2  ���- � EMBED Equation.2  ���)+ D / 2;                                                        

for (j  =  0; j  <  V; j++) {

	IR = � EMBED Equation.2  ��� /// D;

	JR = � EMBED Equation.2  ��� /// D;

	iR = IR /// P;

	jR = JR /// P;

	Øx = IR - (iR  * P);

	Øy = JR - (jR  * P);

	new_ref[j][i] = filter(iR, jR, Øx, Øy);                       

	� EMBED Equation.2  ��� += � EMBED Equation.2  ���;                                                     

	� EMBED Equation.2  ��� += � EMBED Equation.2  ���;                                                     

}



where all the variables used in this code are integer variables. According to the definition of the parameters, all the divisions in this code can be replaced by binary shift operations. For example, when � EMBED Equation.2  ��� , � EMBED Equation.2  ���, S=4, and P=16,

 

	IR = � EMBED Equation.2  ��� /// D;

	JR = � EMBED Equation.2  ��� /// D;

	iR = IR /// P;

	jR = JR /// P;

	Øx = IR - (iR  * P);

	Øy = JR - (jR  * P);



can be rewritten as



	IR = � EMBED Equation.2  ��� >> (m+3);

	JR = � EMBED Equation.2  ��� >> (m+3);

	iR = IR >> 4;

	jR = JR >> 4;

	Øx = IR & 3;

	Øy = JR & 3;



where “>> (m+3)” denotes right binary shift by m+3 bits, and “&” denotes logical AND operation.

P.4.	Factor-of-4 resampling algorithm

Factor-of-4 resampling, which converts the horizontal and vertical size of the picture by a factor of 2 or 1/2, is a special case of the resampling algorithm described in the previous section. The simplified description of the resampling algorithm for this special case is provided in this section.

The value of the RCONTROL parameter used in the following figures is determined by the rounding type (RTYPE) bit in MPPTYPE (see section 5.1.4.3) as specified in section 6.1.2. Additionally, “/” in the following figures indicates division by truncation.

P.4.1.	Factor-of-4 upsampling

The pixel value interpolation method used in factor-of-4 upsampling for the internal and boundary pixels are shown in Figures P.2 and P.3. Since precise factor-of-4 upsampling requires x- and y- displacements with at least 1/4-pixel accuracy, the displacement accuracy (DA) bit specified in section P.2.1. shall be set to “1” to use this upsampling method.



  � EMBED Word.Picture.6  ���

FIGURE P.2/H.263

Factor-of-4 upsampling for pixels inside the picture

� EMBED Word.Picture.6  ���

FIGURE P.3/H.263

Factor-of-4 upsampling for pixels at the picture boundary



P.4.1.	Factor-of-4 downsampling

The pixel value interpolation method for factor-of-4 downsampling is shown in Figure P.4. Since x- and y- displacements with 1/2-pixel accuracy is sufficient for precise factor-of-4 downsampling, both “0” and “1” are allowed as the value of the displacement accuracy (DA) bit specified in section P.2.1.





 � EMBED Word.Picture.6  ���

FIGURE P.4/H.263

Factor-of-4 downsampling
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