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Introduction


We propose a change to the text of H.263 and to H.242 to achieve Video Multiplexing for H.320 based Video Conferencing equipment.


The proposed change gives equipment running H.263 in H.320 a standardized way to achieve video multiplexing so that more than one bitstream can be exchanged. This will give H.320 equipment some of the added functionality in H.324, such as the possibility to have more than one active camera during a session, and the possibility to transfer still-images in one stream while another stream sends continuous video.


H.263 is mainly used in H.324 and H.323, but may also be used in H.320. In H.324, the protocols H.223 and H.245 allows several video streams to be multiplexed into a Video Conference. In H.320 there is no such functionality in the corresponding  protocols H.221 and H.242.


The Continuous Presence Multipoint (CPM) mode of H.263 Annex C adopts the Continuous Presence Multipoint functionality for MCU’s from  H.261 to H.263 by means of video multiplexing of QCIF Sub-Bitstreams. Annex C may also be seen as a general capability of decoding several separate video bitstreams.


The text in this proposal is based on text from Q15-A-60 rev. 0 (Draft13 of H.263+) and H.242 (Draft revision, 6511/96).


For information on background and motivation for this proposal refer to the document q15a46.doc in the Portland directory at the adv-video ftp site. 


Implications for existing equipment


The changes in Annex C is confined to those using H.263 with protocols that does not provide video multiplexing such as H.320 with H.221 and H.242. Furthermore, the changes are made so that only those implementing Video Multiplexing in H.263 for H.320 will be affected. The syntax does not affect those who use H.263 in video multiplexing protocols such as H.324 and H.323.


The CPM bit in H.242 is marked as reserved for future use. Although no existing implementation of CPM mode with H.320 is known to the author or signaled by the participants on the adv-video mail reflector, care is taken to avoid breaking existing equipment. The original functionality of Annex C is maintained without need for changes to existing implementations. The added functionality is a superset of the original CPM mode. The changes in H.242 only affects those who shall implement Video Multiplexing or CPM. The syntax is devised so that those using H.263 or H.263+ do not need knowledge of Annex C. Furthermore decoders are required to decode four QCIF Sub-Bitstreams, so that those implementing the original CPM functionality do not require the added CPM capability exchange. 


Overview of the Changes to H.263 and H.242


We propose a minor change to the text in Annex C, Considerations for Multipoint.














For information on background and motivation for this proposal refer to my


document q15a46.doc in the Portland directory at the adv-video ftp site.





The original purpose of Annex C was to adopt the Continuous Presence


Multipoint functionality for MCU’s from H.261 to H.263 by means of video


multiplexing of QCIF Sub-Bitstreams. This text proposes a change to Annex C


 of H.263 and section 5.2 of H.242 to define a superset of the original


 functionality to achieve a more general Video M Multiplexing for H.320


 equipment. The change consists of expanding Annex C to handle all source formats, adding code words for ending Sub-Bitstreams and adding mechanisms for exchanging capabilities related to Video Multiplexing in H.242.


A change of the name Continuous Presence Multipoint mode to Continuous Presence Multipoint and Video Multiplexing mode is proposed to reflect the added functionality.


A few changes to H.263 is suggested to allow H.263+ options to work in CPM mode. These changes consists of:


Sending OPPTYPE in all picture headers for CPM mode.


Moving the GSBI forward in the Slice Header of Annex K and Annex N.


Adding GSBI to the backward channel of Annex N.


These changes will only have effect when CPM mode set since GSBI is not present if the CPM bit is zero.





























The text in this proposal is based on Draft H.263 (2 May, 1996) which for C.4. is the same as in H.263+ Draft H.263 (7 May, 1997).





H.263 is mainly used in H.324 and H.323, but may also be used for H.320. There are products on the market running H.261 and H.263 under H.320.





The functionality of C.4. in Annex C is restricted to QCIF. The intended purpose of the section is to provide a simple way to continue the H.320 MCU Continuous Presence Multipoint capability in H.261 for H.263. In H.261 up to 4 CIF bitstreams are re-sampled to QCIF and merged in one CIF bitstream. 





This allows for handling more than one bitstream when the communications layer does not have this functionality. In H.324, the protocols H.223 and H.245 handle this. In H.320 there is no such functionality in the corresponding  protocols H.221 and H.242.





The Continuous Presence Multipoint capability may also be seen as a general capability of decoding several separate video bitstreams. Then a video conference can send more than one bitstream of higher resolution than QCIF.





For H.320, the capability exchange for CPM mode is handled (with the other H.263 options) in the options byte of H.242. The ability to restrict the functionality of CPM mode to QCIF is provided by H.242 and the restriction in H.263 is unnecessary as such.


Implications for existing equipment


The CPM bit in H.242 is marked as reserved for future use. Therefore this change should have no implications for installed H.263 equipment since section C.4. has not been released for use in H.320 equipment.














1) Who are affected by the change to Annex C and H.242


The changes in Annex C is confined to those using H.263 with protocols that


does not provide video multiplexing such as H.320 with H.221 and H.242.


Further more, the changes are made so that only those implementing Video


Multiplexing in H.263 for H.320 will be affected. The syntax does in no way


affect those who uses H.263 in video multiplexing protocols such as H.324


and H.323, and original functionality of Annex C is maintained without need


for change to existing implementations. The Added functionality is a


superset of the original Continuous Presence Multipoint (CPM) mode.


The changes in H.242 only affects those who shall implement Video


Multiplexing or CPM. The syntax is devised so that those using H.263 or


H.263+ do not need knowledge of Annex C, and those implementing Annex C do


not require knowledge of H.263+ Capset. Further more decoders are required


to decode four QCIF Sub-Bitstreams, so that those implementing the original


CPM functionality do not require the added CPM capability exchange.











Changes





2) The functionality that is achieved with this change


Equipment running H.263 in H.320 gets a standardized way to achieve video


multiplexing so that more than one bitstream can be exchanged. This will


give H.320 equipment some of the added functionality in H.324, such as the


possibility to have more than one active camera during a session, and the


possibility to transfer still-images in one stream while an other stream


sends continuous video.








3) Description of the changes to Annex C


The restriction that Video Sub-Bitstreams may only be QCIF is removed.


New End Of Sub-BitStream (EOSBS)  markers are defined to help separation of


independent Sub-Bitstreams.


Descriptive text about the implications of the syntax changes is added.


Further descriptive text may be added based on discussion with avd-video


and lbc participants.








4) Description of the changes to H.242


The CPM bit is released for usage.


Optional CPM Capability byte associated with the CPM bit is added.


Table describing the storage capabilities of the decoder.


Equation describing the processing capabilities of the decoder.


Descriptive text about the implications of the syntax changes. Further


descriptive text may be added based on discussion with avd-video and lbc


participants.





These changes to H.242 must be aligned with the effort to put H.263+ into


H.320.








5) Questions Considered as a part recommendations for Video multiplexing


5.1) Fast Update Request shall assume an update of the currently active


bitstreams in the encoder.


5.2) Freeze picture request refer to the currently active bitstreams in the


encoder.


5.3) Still images may be transmitted in normal manner.


5.4) Stream priority is introduced so that a decoder in trouble may throw


away low priority images.














Change in H.263


The proposed change is to remove the word QCIF from the first sentence, and to add one paragraph in section C.4.








The following text is extracted from Document: Q15-A-60 rev. 0 (Draft13 of H.263+). I have added text in C.4 to get a more flexible multiplexing functionality than originally required for Continuous Presence Multipoint mode. Small changes to the main body of H.263 may also be required to inform and clarify the Multiplexing functionality.





Name changes in the text


The following changes will reflect the added Video Multiplexing functionality in the H.263 text.


Change the name of  Continuous Presence Multipoint  to Continuous Presence Multipoint and Video Multiplexing in 5.1.19.


Change the name of Continuous Presence Multipoint mode to CPM mode in 5.1.20, 5.2, 5.2.4. 


Mode state inference rules for extended picture type (PLUSPTYPE)


The following change to 5.1.4.1 will remove the causality problem in the parsing of the bitstream as reported by Gary Sullivan in his mail “[Q15-Prof&Terms] CPM Issue for H.263+” to the itu-adv-video mail reflector.


:


:


5.1.4.1.	Update Full Extended PTYPE (UFEP) (3 bits)


A fixed length codeword of 3 bits which is present only if Òextended PTYPEÓ is indicated in PTYPE bits 6-8.  When set to Ò000Ó, it indicates that only those extended PTYPE fields which need to be signaled in every picture header are included in the current picture header.  When set to Ò001Ó, indicates that all extended PTYPE fields are included in the current picture header. If the picture type is INTRA or EI, this field shall be set to Ò001Ó. If the CPM mode is indicated by the CPM bit, this field shall be set to Ò001Ó. In addition, this field shall be set to “001” at least once in every picture having temporal reference fields within each 5-second interval or once in every 5 pictures, whichever is a larger interval of time.  Encoders should set UFEP to “001” more often in error-prone environments.  Values of UFEP other than ‘000’ and ‘001’ are reserved.


:


:


Slice Header in Annex K and Annex N


The current position of the GSBI in the header will not work since the length of the MBA may depend on the GSBI.


:


:


K.2.	Structure of slice layer


The structure of the slice header is shown in Figure K.1 for all slices except the slice that immediately follows the picture start code in the bitstream for a picture. For the slice following the picture start code, only the MBA field and, when in the RS submode, also the SWI field are included.





SSTUF�
SSC�
GSBI�
EPB1�
MBA�
EPB2�
SQUANT�
SWI�
GFID�
Macroblock Data�
�
FIGURE K.1/H.263


Structure of slice layer


Refer to section 5.2.4 for definition of GSBI, section 5.2.5 for  GFID, and section 5.3 for description of Macroblock layer.


:


:





FIGURE N.3/H.263 shall have the same layout as FIGURE K.1/H.263.


Sub-Bitstream indicator in the Backward channel of Annex N


The number of Sub-Bitstreams may not be the same in both directions, so in CPM mode, the Backward channel need an optional Sub-Bitstream indicator.


:


:


N.4.2.	Backward Channel


The syntax for the backward channel which conveys the acknowledgment/non-acknowledgment messages is illustrated in Figure N.4.  This message is returned from a decoder to an encoder in order to tell whether a forward channel data was correctly decoded or not .





BT�
URF�
TR�
ELNUMI�
(ELNUM)�
GSBI�
EPB1�
GN/MBA�
EPB2�
RTR�
(BSTUF)�
�
FIGURE N.4/H.263


Structure of backward channel for NEWPRED


Refer to section 5.2.4 for definition of GSBI.


:


:


�
Annex C changes


The restriction that Video Sub-Bitstreams may only be QCIF is removed.


New End Of Sub-BitStream (EOSBS)  markers are defined to help separation of independent Sub-Bitstreams.


Descriptive text about the implications of the syntax changes is added.


The chapters and areas of text that is changed are marked by Courier New in bold 8 pt letters like this.


:


:


C.4.	Continuous Presence Multipoint and Video  Multiplexing (CPM) (not used for H.324)


In H.263 a negotiable Continuous Presence Multipoint and Video Multiplexing mode is provided in which up to four independent H.263 QCIF bitstreams can be multiplexed as independent ‘Sub-Bitstreams’ in one new video bitstream with use of the PSBI and GSBI fields. Capability exchange for this mode is done by external means (for example Recommendation H.242).


When in CPM mode, the CPM field shall be set to “1” in each of the independent H.263 bitstreams. Sub-Bitstreams are identified by Stream-ID which corresponds to the number in the Sub-Bitstream indicators (SBIs) in the Picture and GOB headers of each H.263 bitstream. SBIs indicate the Stream-ID to which that header and all following information until the next Picture or GOB header in the composed video bitstream belong.


Each Sub-Bitstream is considered as a normal H.263 bitstream and shall therefore comply to the capabilities that are exchanged by external means. The information for the different H.263 bitstreams is not transmitted in any special predefined order, an SBI can have any value independent from preceeding SBIs and the picture rates for the different H.263 bitstreams may be different. The information in each individual bitstream is also completely independent from the information in the other bitstreams. For example, the GFID codewords in one Sub-Bitstream are not influenced by GFID or PTYPE codewords in other Sub-Bitstreams.  Similarly, all other aspects of the video bitstream operation shall operate independently and separately for each Sub-Bitstream.


The mode state inference rules for extended picture type (PLUSPTYPE) in the picture header is not used. The UFEP shall always be set to Ò001Ó and  OPPTYPE shall always be present when in CPM mode.


The stream with the lowest Stream-ID is assumed to have the highest priority. This should not have any effects on the encoder, but act as a guide in error recovery when the decoder lacks processing resources and must discard Sub-Bitstreams. I.e. PSBI number 0 is the highest priority Sub-Bitstream.


C.4.1.	End Of Sub-BitStream (EOSBS) (22 bits)


(Authors Note: Whole C.4.1 is new.)


When in CPM mode, four optional codeword may be used. One End Of Sub-BitStream (EOSBS) is availble for each Stream-ID (See TABLE C.1/H.263). The EOSBS markers shall be used to inform the decoder that the resources used for decoding the indicated Sub-Bitstream may be reallocated, and that any subsequent frame with the same Stream-ID is independent from its predecessor. The use of EOSBS is optional as for EOS, but it is recommended for improved decoder performance. The decoder should at least be able to read EOSBS without reporting error. The transmission of EOS, corresponds to sending EOSBS for all four Stream-ID’s and makes EOSBS redundant at the end of a video session. 


TABLE C.1/H.263


Table of 22 bit codewords for EOSBS


Stream-ID�
End Of Sub-Bitstream Name�
Codeword binary value (Corresponding Group Number)�
�
0�
EOSBS0�
0000 0000 0000 0000 1 11011     (27)�
�
1�
EOSBS1�
0000 0000 0000 0000 1 11100     (28)�
�
2�
EOSBS2�
0000 0000 0000 0000 1 11101     (29)�
�
3�
EOSBS3�
0000 0000 0000 0000 1 11110     (30)�
�



Below is an attempt to show how  three Sub-Bitstreams may be Multiplexed. The horizontal  scale is timeEOSBS. Although the streams are shown with synchronized Picture Start Codes (PSC) here, this is no requirement. Slices (including GOB’s) from the three streams may be coded in any sequence. The stream with Stream-ID 0 has no EOSBS since EOS makes it redundant.
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:


Other issues related to H.263 


Fast Update Request shall assume an update of the currently active bitstreams in the encoder.


Freeze picture request refer to the currently active bitstreams in the encoder.


Still images may be transmitted in normal manner.


�
Change in H.242


The CPM bit is released for usage.


Optional CPM Capability bytes associated with the CPM bit is added.


Clarification of the usage of the options byte in case of extension byte emulation.


Descriptive text about the implications of the syntax changes is added.


The proposed method is chosen to give some freedom in declaring the capabilities to decode combinations of image sizes and to declare the framerates that can be decoded for a number of such combinations. A comparison of the level of details in the capability message and the length of the capability message has produced the proposed layout and length of the message.


These changes to H.242 must be aligned with the effort to put H.263+ into H.320.


The chapters and areas of text that is changed are marked by Courier New in bold 8 pt letters like this.


:


:


5.2.2	H.262 and H.263 capabilities MBE message format


For H.262 and H.263 operation, the capabilities exchange is handled by an MBE message (see §2.2.3/H.230). This MBE message uses the type identification byte <H.262/H.263> (see Table 2/H.230),  which indicates that enhanced video capability information follows.  A terminal shall signal the H.262 and H.263 capabilities by including within its capset the message:


{ Start-MBE / N / <H.262/3> / B1 /  . . .  / BN-1 }


This message may contain one or more capabilities for H.263 alone, or capabilities for both H.262 and H.263. It is not allowed for a terminal to signal only H.262 capabilities in this message.


For H.262, one byte is needed to signal each capability for a particular image format with its associated parameters (see §5.2.3); each H.263 capability may require one, two or three bytes (see §5.2.4). The H.262 and H.263 capability bytes may be followed by an extension code and five H.263 Continuous Presence Multipoint and Video Multiplexing (CPM) capability bytes. The ordering of the bytes within the single MBE message is as follows:


First byte B1 is	{highest format of H.263} 		then follow 0, 1 or 2 optional parameter bytes


then		{further formats if needed (see §5.2.4) in descending order of resolution - with any optional parameter bytes}


then		{ highest format of H.262}


then		{further formats if needed (see §5.2.3) in descending order of resolution}


then		{extension code}


then		{five CPM capability bytes if CPM bit set in any H.263 option byte (see §5.2.5)}


then		{future expansions of the MBE message}


An extension code has been defined for expansion of the H.262/H.263 capabilities.  This code has the value 01111111. If this code is encountered in an H.262/H.263 MBE message, all of the data following this code may be ignored.  The appearance of this code in an MBE message does not affect the meaning of any bytes prior to this code byte. Note that the H.263 options byte in 5.2.4.2 may emulate the extension code. If the presence of the option byte is signaled by the Baseline H.263 capability byte in 5.2.4.1, it shall always be read and interpreted as an option byte and not an extension code.


:


:


5.2.4.2	Options bytes


The format of the optional second byte is as follows:





1�
2�
3�
4�
5�
6�
7�
8�
�
0�
CPM�
UMV�
AMP�
AC�
PB�
Specify HRD-B�
Specify


BPPmaxKB�
�
This byte may emulate the extension byte. Although the decoder handling of extension byte emulation is described in 5.2.2 the encoder should avoid setting all bits to ensure interoperability with older H.242 implementations.


The definition for each of the fields is shown below.





CPM�
0





1�
Not capable of using Continuous Presence Multipoint and Video Multiplexing.


Capable of Continuous Presence Multipoint and Video Multiplexing.�
�
UMV�
0


1�
Not capable of using Unrestricted Motion Vectors.


Capable of Unrestricted Motion Vectors.�
�
AMP �
0


1�
Not capable of using Advanced Motion Prediction.


Capable of using Advanced Motion Prediction�
�
AC�
0


1�
Not capable of using Arithmetic Coding option.


Capable of using Arithmetic Coding option�
�
PB�
0


1�
Not capable of using PB Frames option.


Capable of using PB Frames.�
�
Specify


HRD-B�
0





1�
Use HRD-B scaling factor from higher resolution format, or use default value (HRD-B_Default) if this is the highest resolution format.


Use HRD-B value found in the first four bits of the following byte.�
�
Specify


BPPmaxKB�
0





1�
Use BPPmaxKB scaling factor from higher resolution format, or use default value (BPPmaxKB_Default) if this is the highest resolution format.


Use BPPmaxKB value found in the last four bits of the following byte.�
�
For the description of the CPM bit refer to 5.2.5.


If either of the HRD-B or BPPmaxKB fields is set to one, a third byte is sent that gives the value that shall be used.  If only one of the two bits is set to one, the default value shall be used for the field that is set to zero, independent of the value in the third byte.  This third byte has the following format.


:


:


5.2.4.3	Examples


Some examples of valid H.263 capabilities are as follows:


{ start-MBE / 2 / <H.262/H.263> / H.263_4CIF +  MPI_2 }


{ start-MBE / 4 / <H.262/H.263> / H.263_4CIF+  MPI_4 / H.263_CIF + MPI_3 / H.263_QCIF/SQCIF + MPI_2 }


	{ start-MBE / 7 / <H.262/H.263> / H.263_4CIF + MPI_4 + Options / AC / H.263_CIF + MPI_3 + Options / AC + PB / H.263_QCIF/SQCIF + MPI_2 + Options / AC + PB + UMV }


/ <H.262/ <H.262{ start-MBE / 8 / <H.262/H.263> / H.263_4CIF + MPI_4 + Options / UMV + AMP / H_263_CIF + MPI_3 + Options / UMV + AMP + AC + define BPPmaxKB / BBPmaxKBx4 / H.263_QCIF/SQCIF + MPI_2 + Options / UMV + AMP + AC + PB }


{ start-MBE / 3/ <H.262/H.263> / H.263_4CIF +  MPI_1+Options / CPM+AC }


{ start-MBE / 9/ <H.262/H.263> / H.263_4CIF +  MPI_1+Options / CPM+AC / 01111111 / MNS_4 + NSL_2 + NSS_1 / FPSLx0.75 + FPSSx0.125 / FPSLx0.5 + FPSSx0.375 / FPSLx0.25 + FPSSx0.75 / FPSLx0 + FPSSx1 (








5.2.5	H.263 Continuous presence multipoint and video multiplexing (CPM) capability bytes


(Authors Note: Whole 5.2.5 is new.)


CPM capability bytes enables negotiation for equipment capable of decoding up to four independent video bitstreams.


A CPM image size is an image size for which the CPM bit is set to “1”. If one or more CPM image sizes are set by the Option bytes above, an extension byte and 5 CPM capability bytes may be added to the MBE message. The CPM capability bytes contain information for all CPM image sizes.


The default capability for CPM mode is that the decoder is capable of handling four QCIF streams with the MPI as set for the CIF image size or MPI for QCIF if CIF is not set. It is a minimum requirement that all decoders setting the CPM bit shall handle the default capability. If the decoder detects that CPM bit is set and extension code is missing the default capability shall be assumed. If CPM bit is set and extension code is present the CPM capability bytes shall be present.


For QCIF the decoder shall handle four parallel streams, the capability exchange negotiates the number of parallel streams for the higher image sizes, and implications on the framerate for the parallel streams. The first CPM capability byte is the Image Size Capacity Byte which sets the maximum combined size of the parallel streams. 


This byte is followed by four Parallel Processing Capacity Bytes which sets the decoder capacity for up to four combinations of image sizes and framerates.


The maximum framerate that the decoder can handle for any image size is defined by the MPI in the H.263 Baseline capability byte.


The capability exchange describes combinations of streams of the two largest CPM image sizes in parallel. The following linear relationship is assumed for the lower image sizes and shall be used to define the framerate for the lower image sizes: If the decoder can decode one frame per second (fps) of 4CIF it can decode four fps of CIF and 16 fps of QCIF.


The capabilities consists of two sets of values.


The image size capacity:


NSL - The maximum Number of Streams at the Largest CPM image size that can be decoded.�NSS - The additional Number of Streams at the Second largest CPM image size that can be decoded in parallel with NSL.�MNS - The Maximum Number of Streams that can be decoded. MNS applies to the second largest CPM image size and down to but not including QCIF.


The maximum combined image size for the parallel streams are NSL + NSS. If the number of streams at the largest CPM image size is reduced by one then MNS gives the combined number streams that can be decoded at the largest and second largest CPM image sizes.


The parallel processing capacity:�The second set of values describes the parallel processing capacity of the decoder in terms of the number of decoded Frames Per Second at the Largest CPM image size (FPSL) and decoded Frames Per Second at the Second largest CPM image size (FPSS). The decoder capacities if FPSL and FPSS  may be stated in up to four different combinations.


An example:


In this example the 29.97 fps is rounded to 30 fps for simplicity. The example from 5.2.4.3 is used.


If the CPM image sizes are from 4CIF and below,


MNS = 4, NSL = 2, NSS = 1


FPSL/FPSS = 45/15; 30/45; 15/90 and 0/120.


The maximum number of streams (CIF) that can be decoded is four. The maximum number of 4CIF streams that can be decoded is two. If two 4CIF streams are decoded then in addition one CIF stream may be decoded and if one 4CIF steam is decoded then three CIF streams can be decoded.


If 45 frames per second of 4CIF frames are decoded  (30 + 15 frames for the two streams) then up to 15 frames of CIF can also be decoded (in one stream). If the number of decoded 4CIF frames are reduced to 30 (either one stream of 30 fps or two streams of 15 fps each) then up to 45 CIF frames can be decoded (either 30 + 15 frames or three streams of 15 frames each). If only 15 4CIF frames are decoded, then up to 90 CIF frames may be decoded. If no 4CIF frames are decoded then up to 120 CIF frames can be decoded (four streams of 30 fps).





5.2.5.1 CPM image size capacity byte


The structure of the first byte is as follows:


1�
2�
3�
4�
5�
6�
7�
8�
�
MNS�
NSL�
NSS�
�



MNS�
The Maximum number of  streams that can be decoded for CPM image size above QCIF. The allowed values of MNS are 1, 2, 3 and 4. The values 0, 5, 6 and 7 are reserved.�
�
NSL�
The maximum number of streams that can be decoded at the largest CPM image size. The allowed values for NSL are 1, 2, 3 and 4. The values 0, 5, 6 and 7 are reserved.�
�
NSS�
The additional number of streams that can be decoded at the second largest CPM image size is found by NSS, the allowed values are 0, 1, 2 and 3.�
�



5.2.5.2 Parallel processing capacity bytes


The structure of each of the four byte is as follows:


1�
2�
3�
4�
5�
6�
7�
8�
�
0�
0�
FPSLxM�
FPSSxM�
�
The values of FPSLxM and FPSSxM are:


FPSLxM�
�
FPSSxM�
�
000�
FPSLx1�
�
000�
FPSSx1�
�
001�
FPSLx0.875�
�
001�
FPSSx0.75�
�
010�
FPSLx0.75�
�
010�
FPSSx0.625�
�
011�
FPSLx0.625�
�
011�
FPSSx0.5�
�
100�
FPSLx0.5�
�
100�
FPSSx0.375�
�
101�
FPSLx0.375�
�
101�
FPSSx0.25�
�
110�
FPSLx0.25�
�
110�
FPSSx0.125�
�
111�
FPSLx0�
�
111�
FPSSx0�
�



FPSLxM�
A multiplication factor M, for calculating the number of decoded Frames Per Second at the Largest CPM image size (FPSL). The FPSL= M * NSL * 29.97 / MPI, where MPI is the MPI of the largest CPM image size. The value of M may be 1, 0.875, 0.75, 0.625, 0.5, 0.375, 0.25 and 0.�
�
FPSSxM�
A multiplication factor M, for calculating the number of decoded Frames Per Second at the Second largest CPM image size (FPSS). The FPSS= M * MNS * 29.97 / MPI, where MPI is the MPI of the second largest CPM image size. The value of M may be 1, 0.75, 0.625, 0.5, 0.375, 0.25, 0.125 and 0.�
�
The first byte shall describe the maximum fps at the largest CPM image size and the additional fps at the second largest CPM image size that can be decoded.


If it is possible to increase fps for the second largest CPM image size by reducing fps for the largest CPM image size the next byte shall show this relationship. It is possible to set up to four different fps for the largest CPM image size and its corresponding fps for the second largest CPM image size. The fps shall be set in descending order, and if less than for values are needed, the last value shall be repeated.





The value from the example above with MPI for 4CIF=1 and MPI for CIF=1would be:


�
1�
2�
3�
4�
5�
6�
7�
8�
�
Extension byte�
0�
1�
1�
1�
1�
1�
1�
1�
�
CPM image size capacity byte.�
1�
0�
0�
0�
1�
0�
0�
1�
�
Parallel processing capacity byte 1�
0�
0�
0�
1�
0�
1�
1�
0�
FPSLx0.75�
FPSSx0.125�
�
Parallel processing capacity byte 2�
0�
0�
1�
0�
0�
1�
0�
0�
FPSLx0.5�
FPSSx0.375�
�
Parallel processing capacity byte 3�
0�
0�
1�
1�
0�
0�
0�
1�
FPSLx0.25�
FPSSx0.75�
�
Parallel processing capacity byte 4�
0�
0�
1�
1�
1�
0�
0�
0�
FPSLx0�
FPSSx1�
�
By calculating backwards,


MNS = 4, NSL = 2 and NSS = 1


The values of  FPSL �
= FPSLx0.75 * NSL * 30 / MPI4CIF�
= 0.75 * 2 * 30 / 1 = 45�
�
�
= FPSLx0.5 * NSL * 30 / MPI4CIF�
= 0.5 * 2 * 30 / 1 = 30�
�
�
= FPSLx0.25 * NSL * 30 / MPI4CIF�
= 0.25 * 2 * 30 / 1 = 15�
�
�
= FPSLx0 * NSL * 30 / MPI4CIF�
= 0 * 2 * 30 / 1 = 0�
�
The values of  FPSS �
= FPSSx0.125 * MNS * 30 / MPICIF�
= 0.125 * 4 * 30 / 1 = 15�
�
�
= FPSSx0.375 * MNS * 30 / MPICIF�
= 0.375 * 4 * 30 / 1 = 45�
�
�
= FPSSx0.75 * MNS * 30 / MPICIF�
= 0.75 * 4 * 30 / 1 = 90�
�
�
= FPSSx1 * MNS * 30 / MPICIF�
= 1 * 4 * 30 / 1 = 120�
�
Which are the numbers from FPSL/FPSS combinations in the example above.


:


:


,  be added to the end of the H.262 and H.263 capabilities MBE. The CPM capability byte contains information for all image sizes. extension code  01111111 


 decoder is capable of handling four QCIF streams with the MPI as set for the CIF image size.


  largest image sizeTFPS=(29.97*(TSI+1))/MPI
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