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Sign language and lipreading are important application areas for video communication. For successful transmission of the visual language components, certain quality requirements must be met. 

This is a proposed appendix to H.263 that gives background to the requirements and recommends parameters and options to H.263 that have been found important for meeting the requirements.



At this stage, the whole document should be regarded a proposal for discussion.



Especially important is to:

Verify the selection of options in the Sign Language and lip reading profile in 6.1

Draw conclusions from the control requirements and influence the control protocol and the terminal specifications to provide them.

Where is delay measurement defined. H.??? (reference needed in 7.3)

Many issues brought up are more terminal related than video coding protocol related. Is this the right place for the document?

The values of motion in the reference scene must be verified.

The reference scene must be recorded and made available.

Is SQCIF usable as a low end blur requirement with its odd relation to CIF (3*3 CIF pixels per SQCIF pixel?) If blur introduced in blocks of 4*4 or 8*8 CIF-pixels, we cannot allow it?

The document assumes that we do not need to differentiate between requirements for sign language and lip reading because lip reading must be possible in an environment of sign language and other gestures. Is this generalization acceptable?

  

�Appendix "S"/ H.263

Sign language and Lip-reading application of H.263



Summary:

Sign language is the mother tongue of millions of deaf persons. The conversation speed when using sign language is comparable to, the speed in voice conversation. 

Persons with hearing loss may get very good clues to speech perception by viewing the face of the speaker for lip-reading. 

Both these forms of visual language transmission have high requirements on the temporal resolution of video communication systems. 12-15 frames per second 
and QCIF resolution is the lowest
 useful resolution, and 25-30 frames per second at CIF is needed for full perception.

This document describes how to select options and parameters in order to use the video coding recommendation H.263 for acceptable performance in sign language and lip-reading.
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Scope: 

This appendix to H.263 gives the characteristics needed from a videocommunication system for person to person conversation in sign language and in lip-reading supported speech.

It sets performance requirements and recommends a set of H.263 options that has been shown to have positive influence in reaching the performance goals.

It also suggests controls to be handled externally to the video coding protocol in order to set the performance parameters properly.



Abbreviations

fps	Frames Per Second (=pictures per second)

CIF

QCIF

SQCIF

Definitions
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Basic needs for reproduction of sign language and lip-reading

Basic characteristics

The language carrying components in sign language are movements and positions of the hands, the eyes, the mouth, the face and the body.

In lip-reading, it is movements of the face. Often lip-reading is supported by voice. In other cases it is used together with sign language. 

In video-coding terms, the scene with one signer or speaker is regarded to contain a medium amount of motion occationally being high.

Temporal resolution requirements

Both sign language and lip reading need good reproduction of movements. 

Usability for sign language and lip reading is reported to start at 12 pictures per second (fps), with improvements at least up to 20 fps.[Hellström, Delvert, Revelius 1996], [Frowein 1993]



An example of the requirements can be found from fingerspelling, where each letter has a unique hand position and spelling is done by showing thesepositions in rapid sequencce. Fingerspelling is used at rates up to 10 letters per second. For reliable reproduction, at least two pictures per letter should be sampled. That sets the requirement at 20 frames per second. 

Signing just occasionally use fingerspelling.  The greater part of signing is done with signs for complete concepts (like words). Also during such signing, rapid hand movements occur and short blinks carrying grammatical information. In many cases the temporal resolution requirements are the same as when fingerspelling.



A raw requirement figure for lip-reading can be calculated from phoneme rate in normal speech. A normal phoneme rate is 10 per second. In order for all phonemes to have a visual representation, at least 20 pictures per second should be reproduced. 



In both cases, the speed of language production can be slightly reduced by will, and that explains why 12-15 frames per second is found possible to use. 



Spatial resolution requirements

 For spatial resolution it is reported that for person-to-person calls, the following is needed: [Kamata], [Frowein], [Hellström,Delvert]

QCIF is possible to use, but the smallest details, telling about gaze directions are lost.. 

CIF is good and the increase from QCIF to CIF is felt to give higher usability.

SQCIF is too coarse for reliable perception. 

If different resolution is used in different parts of the picture, it is the hands and the face that needs highest resolution. 

A simple theoretical verification can be done. In the head to stomach view usually used in person to person conversation, a finger is approximately 1/50 of the picture width. In order to resolve fingers in a picture, a finger should be represented by at least 3 pixels. That puts the spatial resolution requirement to QCIF, that contains 176 pixels in width. Eye gaze direction is also important and require higher resolution. Therefore CIF is appreciated. 

Blur during motion

In video communication, blur is often introduced during motion. 

VHS video is reported to be sufficient for good perception of sign language and lip reading. In video recordings, rapidly moving objects are often shown with considerable blur because shutter speeds are normally 1/50 to 1/60 of a second. This indicates that blur is acceptable on rapidly moving objects involved in big movements. 

Since SQCIF is found too coarse for reliable perception, but still have some readability, the introduced blur should not go beyond SQCIF in the sign languageand lip-reading application.

Delay

Picture delay from the sending camera to the receiving display is critical. Values over 1.2 seconds are felt severely hindering a good conversation. [Hellström  Delvert Revelius 1996]. Values below 0.4 seconds are preferred. [Sg12]



Synchronism

For hearing supported lip-reading, the synchronism between sound and video is essential. Time differences of up to 100 ms is reported to be acceptable.  For general video conferencing it is sometimes claimed that it is better to transmit sound with no delay and accept bad synchronism.

It is important to still support a mode which supports good synchronism.



Conclusion

Aim at 25-30 frames per second at CIF resolution and max. 0.4 second delay, accepting a blur less than corresponding to QCIF during medium motion and SQCIF during heavy motion. 



Accept, if needed in low bitrate environments, 12-15 fps QCIF with medium motion and degradation to corresponding to SQCIF during heavy motion.



Offer 25-30 fps QCIF as an intermediate quality  alternative to 12-15 fps CIF. 



Keep sound synchronism better than 100 ms.
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Figure: Resolution requirements for sign language and lip-reading.

Coding parameters

Options.

The following options have been found important for sign language and lipreading application and should be regarded to be a profile for sign language and lip-reading.



Unrestricted motion vector

Syntax based arithmetic coding

Advanced prediction

Slice structure

Spatial scalability

Reduced resolution update.

Control


In some cases the setting of the H.263 parameters for optimum transmission of sign language differs from what would be used in other applications. A simple way of controllling the parameters should therefore be provided. 



The parameters to control should include:



Selection between CIF and QCIF basic resolution.

Activating the profile of options suitable for the application.

Setting a suitable preference for temporal resolution along a scale.

Activating possible extra coding features of value for sign language and lip-reading.



In order to make the control easier for the user, setting of a sign language and lip-reading mode could be done in one combined action.



The setting of this mode should if possible influence the transmission from the terminal in which the setting was done as well as in the far end terminal. In multi-point sessions, such remote control might be disabled. 



The control signalling should be carried by the control protocol of the videophone where H.263 is used.



Performance verification

Reference scene

A reference scene with signing and lip movements is available for comparative evaluation of codecs and videophones.



The reference scene is a view of one person from head to stomach using both hands for signing in natural speed used in conversation. 

The head fills 10% of the picture width.

A raised flat hand fills 5% of the picture width.

The scene is 30 seconds long.

The background has smooth color and little texture.

The person is clothed in smooth colored clothes.

The scene corresponds to good conditions in a person to person conversation.

Amount of motion

The amount of motion in the scene varies naturally between short moments with no motion into the normal medium motion and occationally reaching heavy motion.

Parts with medium motion and heavy motion are marked in the scene.

During medium motion, the difference between two frames taken at 25 or 30 fps can be described as:

Both hands changing shape and position.

The shape is changing so, that 20% of the hand changes.

The position of the hand moves half of the hand´s width.

The lower arms follow the motion of the hands.

The head moves 5% of its width.

Face movements occur involving:

Eye blink 

Eye-brows changing position with half of its width.

The mouth changing height with 20%.

During heavy motion, the difference between two frames are:

Both hands and lower arms changing position with more than its own size.

The change in shape of the hands concerns half of its pixels.

The head moves 10% of its width.

Performance evaluations

A coder or a terminal setup is tested by transmitting the reference scene through a coder or through a set of videophones with a network connection. The result is recorded and evaluated. 



The framerate during signing is evaluated. 

The selected static resolution is noted.

Any introduced extra blur during medium motion is measured by comparing the recorded frames with pictures from the same scene with resolution reduced to QCIF resp. SQCIF. Blur is only judged on hands and face. 

The delay is measured according to the guidelines found in recommendation H.????

The synchronism is measured according to ?????

From these recordings the performance can be evaluated and compared to the goals described above.

A simple alternative to the formal testing methods can be found in [Hellström Delvert Revelius 1996].
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