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Introduction

The ‘Improved PB-frames mode’ described in Annex M represents a large improvement in performance compared to Annex G.  In contrast to Annex G, the ‘Improved PB-frames mode’ may be kept on also for rather complicated motion.

The lack of backward prediction does normally not result in reduced performance.  However, the ‘Improved PB-frames mode’ will have problems if there is a scene cut before the B-frame.  There is no way of obtaining a good prediction for B-frame in this case.  One way of getting around the problem is that the encoder does a scene cut detection and send the first frame after the scene cut as a I-frame (or P-frame).  Another way is to allow backward vector prediction.  In this case the ‘Improved PB-frames mode’ becomes even more robust and may be kept active also across scene cuts.

This document therefore proposes to modify Annex M to allow backward prediction.







Proposed new version of  Annex M



�Annex M

Improved PB-frames mode

 (This annex forms an integral part of this Recommendation.)

M.1.	Introduction

This annex describes an optional Improved PB-frames mode of H.263. It is therefore considered to be advantageous to use the present Improved PB-frames mode instead of the PB-frames mode defined in Annex G.  The capability of this mode is signaled by external means (for example Recommendation H.245). The use of this mode is indicated in the PLUSPTYPE field of the picture header.

Most parts of this option are similar to the PB-frame option defined in Annex G.

To avoid confusion with B pictures as defined in Annex O, the notion of B-picture, B-frame, B-macroblock, and B-block will not be used in this annex.  Instead, we will use the notion BPB to mean the “B-part” of PB.  When reference is made to Annex G, B-picture and B-block shall be read as BPB-picture and BPB-block.

The main difference is that the BPB-macroblock may have a separate vector that may be applied for forward or backward prediction. In this Annex, MVDB refers to a forward or backward motion vector.  (Note that in Annex G MVDB was used to refer to an enhancement of the downscaled forward and backward vectors for bidirectional prediction, rather than a distinct forward or backward motion vector.)

All the differences are identified in this annex.  When nothing is indicated, it means that the same procedure as described in Annex G is used.

M.2.	BPB-frame prediction modes

There are threewo different ways of coding a BPB-macroblock.  The different coding modes are signaled by the parameter MODB.  The BPB-macroblock coding modes are:

M.2.1.	Bidirectional prediction

Prediction is done from the P-frames before and after the BPB-frame.  This prediction is equivalent to the prediction defined in Annex G when MVD =0.  Notice that in this mode, motion vector data (MVD) of the PB-macroblock must be included even if the P-macroblock is INTRA coded.



There is only one 16x16 vector for the BPB-macroblock in the forward and backward prediction modes.

A simple predictor is used for coding of the forward and backward motion vectors.  If the macroblock to the left of the current macroblock is within the same picture or slice as the current macroblock and has the same prediction mode as the current macroblock (forward or backward), then the predictor of the vector for the current macroblock is set to the value of the vector of the macroblock to the left.  In all other cases the predictor of the forward or backward vector is set to 0.  The difference between the predictor and the desired motion vector is then VLC coded in the same way as vector data to be used for the P-frame.

Concerning motion vectors over picture boundaries, the BPB-frame is treated in the same way as the P-frame.

M.2.2.	Forward prediction

In this prediction mode the vector data contained in MVDB are used for forward prediction from the previous P-frame.  This means that there is always only one 16x16 vector for the BPB-macroblock in this prediction mode.

A simple predictor is used for coding of the forward motion vector. The rule for this predictor is that if the current macroblock is not at the far left edge of the picture or slice and the macroblock to the left has a forward motion vector, then the predictor of the forward motion vector for the current macroblock is set to the value of the forward motion vector of the block to the left; otherwise the predictor is set to half the value of the current motion vector for the P part of the macroblock (using the rounding method specified for rounding chrominance motion vectors to half-pixel accuracy in section 6.1.1 and Table 18), or zero if the P part is coded in Intra mode.  The difference between the predictor and the desired motion vector is then VLC coded.

Concerning motion vectors over picture boundaries defined in section D.1, the described technique also applies for the forward BPB-vector if the Unrestricted Motion Vector mode is on.

M.2.3.	Backward prediction

The BPB-macroblock is predicted from PREC (see Annex G.5) using the vector data in MVDB as backward vector.  MVDB is always present in this mode.  However, if Annex J is not active, the only legal vector for backward prediction is (0,0).  If Annex J is active, the horizontal and vertical backward vector components may take the values: -2.0, -1.5, -1.0, -0.5 0.0 (constraints concerning vectors inside a slice or picture may still apply).

M.3.	Calculation of vectors for bidirectional prediction of a the B-macroblock

In case bidirectional prediction is used, the scaled forward and backward vectors are calculated as described in Annex G when MVD = 0.

M.4.	MODB table

A new definition for MODB (replacing Table 11) is shown in Table M.1.  It indicates the possible coding modes for a BPB-block.

TABLE M.1/H.263

MODB table for Improved PB-frames mode



Index�CBPB�MVDB�Number of bits�Code�Coding Mode��0���1�0�Bidirectional prediction��1��x�2�10�Bidirectional prediction��2�x�x�3�110�Forward prediction��3�x��4�1110�Forward prediction��4��x�5�11110�Backward prediction��5�x�x�5�11111�Backward prediction��





New text in section 3.4.9



3.4.9.	Improved PB-frames mode

This optional mode represents an improvement compared to the PB-frames mode option (see also annexes G and M). The main difference between the two modes is that in the Improved PB-frames mode, each B-block may be forward or backward predicted using a separate motion vector.  This significantly improves coding efficiency in situations in which downscaled P-vectors are not good candidates for B-prediction.  The backward prediction is particularly useful when there is a scene cut between the previous P-frame and the BPB-frame.



�Improvements in performance at scene cuts.

The proposed change is of particular benefit in situations where there is a scene cut before the B-frame.  I have therefor constructed such scene cuts by mixing two sequences.  In this way I have created scene cuts from FOREMAN to NEWS, from NEWS to FOREMAN, from MISS AMERICA to BREAM and  from BREAM to MISS AMERICA.  All sequences are QCIF.  QUANT =12.

Concerning vector range for backwards prediction, I have tested three cases:

No backward prediction (the present definition).

Allow vectors in the range -2 to 0 integer pixels in vertical and horizontal directions.  Use no clipping.  This case is intended to be used together with Annex J (loopfilter).  Only pixels that have to be available for loopfiltering is used for prediction.  Hence there is no burden to access additional pixels for backward prediction.

Allow motion vectors, but use clipping similar to what is used with vectors pointing outside the picture.  Only pixels inside the current P-macroblock are used for prediction.

No motion vector for backwards prediction.



Scene cut�Mode�Bits B-frame�Bits P-frame�SNRY B-frame�SNRY B-frame��Foreman (News�1�26503�23689�27.8�32.8��                  «�2�520�   «�32.2 (+4.4)�36.1 (+3.3)��                «�3�510�   «�32.2 (+4.4)�36.2 (+3.4)��                «�4�1080�   «�32.1 (+4.3)�36.0 (+3.2)��News( Foreman�1�25646�20274�27.6�33.3��                  «�2�4073�   «�30.0 (+2.4)�38.0 (+4.7)��                  «�3�2742�   «�30.2 (+2.6)�38.1 (+4.8)��                  «�4�8377�   «�29.3 (+1.7)�37.9 (+4.6)��Miss America( Bream�1�21982�17048�29.3�29.3��                  «�2�3507�   «�31.8 (+2.5)�34.2 (+5.0)��                  «�3�3194�   «�31.9 (+2.6)�34.2 (+5.0)��                  «�4�6630�   «�31.3 (+2.0)�33.7 (+4.4)��Bream (Miss America�1�20645�10825�30.1�29.6��                  «�2�564�   «�35.2 (+5.1)�36.6 (+7.0)��                  «�3�539�   «�35.5 (+5.4)�36.6 (+7.0)��                  «�4�1912�   «�34.5 (+4.4)�36.2 (+6.6)��It is seen that the use of backward prediction increase the SNR both for luma and chroma by several dB and the bitrate is reduced to a small fraction of that without backward prediction.

Of the different backward modes, 3 gives the overall best performance.  However, it is considered to be more complex to implement.  Mode 2 gives somewhat better performance than mode 4.  The difference will depend on the motion in the sequence.  Therefor it is proposed to use mode 4 if Annex J is not active and mode 2 when Annex J is active.  This solution is reflected in the proposed text.



Conclusion.

When there is a scene cut before the B-frame, there is a considerable gain by using backward prediction.  It is therefor proposed to include the described changes to the Improved PB-frames mode.
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