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Introduction

This document describes a test model near-term (TMN) encoder which is meant to serve as a basis for implementing experiments for H.263+ development. This test model generates an H.263 bit stream as specified in ITU-T Draft Recommendation H.263: “Video Coding for Low Bitrate Communication”, dated July 14, 1997 which is currently available on the H324 ftp site. The document can be retrieved by anonymous ftp to:

ftp://standard.pictel.com/video-site/h263plus/draft13.doc



The coding method is a hybrid DPCM/transform algorithm, using macro blocks, DCT, motion estimation and compensation, run-length coding, VLC and FLC coding.



The TMN encoder is that which is implied as the encoder which produces a bit stream as specified by ITU-T Draft Recommendation H.263 and can be decoded by an H.263 compliant decoder. Only specific encoder parameters or changes to the encoder algorithm which are not unambiguously implied by Draft Recommendation H.263 are described below. Hence, this document refers heavily to H.263 and information supplied there is not repeated here.



There are several modes of operation permitted by an H.263 compliant encoder as defined by negotiable options. For this test model, however, the only options included so far are Advanced Prediction (Annex D), Unrestricted Motion Vectors (Annex F), Advanced Intra Coding with Alternate VLC (Annex I), Improved PB Frames (Annex M), Temporal, SNR and Spatial Scalability (Annex O). 



Additionally, a new post-filter is defined in this version as well as a new rate control scheme and an efficient motion estimation algorithm.



Refer to LBC 96-139 (April, 1996) for descriptions of source videos and simulation conditions to be used for experiment demonstrations.

Motion estimation and mode selection

Motion estimation is performed on the luminance macroblock. SAD (Sum of Absolute Difference) is used as error measure. 

Motion estimation in baseline mode (no options)

Integer pixel motion estimation

The search is made with integer pixel displacement in the Y component.  The comparisons are made between the incoming macroblock and the displaced macroblock in the previous reconstructed  picture.  A full search is used, and the search area is up to ±15 pixels in horizontal and vertical direction around the original macro block position.



�embed Equation.2 ���



For the zero vector,  SAD(0,0) is reduced by 100 to favour the zero vector when there is no significant difference.



�embed Equation.2 ���



The (x,y) pair resulting in the lowest SAD is chosen as the integer pixel motion vector, MV0.  The corresponding SAD is SAD(x,y).



Integer Pixel Fast Search Motion Estimation



An efficient alternative to the full search can be implemented as described in this section. 



The algorithm proceeds by sequentially searching diamond-shaped layers, each of which contains the four immediate neighbors of the current search center. Layer i+1 is then centered at the point of minimum SAD of layer i. Thus succesive layers have different centers and contain at most four untested candidate motion vectors. 



The search is stopped only after (1) all candidate motion vectors in the current layer have been considered and (2) the minimum SAD value of the current layer is larger than that of the previous layer. 



INTRA/INTER mode decision 

After the integer pixel motion estimation the coder makes a decision on whether to use INTRA or INTER prediction in the coding.  The following parameters are calculated to make the INTRA/INTER decision:



�embed Equation.2 ���



�embed Equation.2 ���



INTRA mode is chosen if:   �embed Equation.2 ���



Notice that if SAD(0,0) is used, this is the value that is already reduced by 100 above.

If INTRA mode is chosen, no further operations are necessary for the motion search. If INTER mode is chosen the motion search continues with half-pixel search around the MV0 position.

Half-pixel search

The half-pixel search is done using the previous reconstructed frame. The search is performed on the Y-component of the macro block, and the search area is ±1 half-pixel around the 16x16 target matrix pointed to by MV0. For the zero vector (0,0), SAD(0,0) is reduced by 100 as for the integer search.



The half pixel values are calculated as described in ITU-T Recommendation H.263, Section 6.1.2.



The vector resulting in the best match during the half-pixel search is named MV. MV consists of horizontal and vertical components (MVx, MVy), both measured in half pixel units.

Motion estimation in advanced prediction (AP) mode

This section applies only if advanced prediction mode is selected.

Integer pixel motion estimation

No integer pixel search is performed for the 8x8 motion vectors. The 8x8 motion vectors are assigned the same value as the 16x16 integer motion vector.

Half-pixel search

The half-pixel search is performed for each of the blocks around the 8x8 integer vector.

One vs. Four MV Decision in AP

This section applies only if advanced prediction mode is selected.



SAD for the best half pixel 16x16 vector (including subtraction of 100 if the vector is (0,0)):

�\EMBED Equation ���



SAD for the whole macroblock for the best half pixel 8x8 vectors:

�\EMBED Equation ���



The following rule applies:

If:	�\EMBED Equation ���,	choose 8x8 prediction

otherwise:				choose 16x16 prediction

Motion estimation in the unrestricted motion vector (UMV) mode

This section applies only if the extended motion vector range in the UMV mode is selected.

Search window limitation

Since the window with legal motion vectors in this mode is centered around the motion vector predictor for the current macroblock, some restrictions on the integer motion vector search is applied, to make sure the motion vectors found will be transmittable.



With these restrictions, both the 16x16 vector and the 8x8 vectors found with the procedure described below, will be transmittable, no matter what the actual half-pixel accuracy motion vector predictor for the macroblock, or each of the four blocks, turns out to be.

Integer pixel search



Integer pixel search

First, the motion vector predictor for the 16x16 vector based on integer motion vectors only, is found. The 16x16 search is then centered around this predictor, with a somewhat limited search window. The 16x16 search window is limited to the range 15 - (2*8x8_search_window+1). Since in this model the 8x8 search window is zero, the default search window in the UMV mode turns out to be (14 integer positions. The 8x8 searches are centered around the best 16x16 vector.



Half-pixel search

Half-pixel searches are performed as in the other modes, around the best 16x16 vector or 8x8 vectors.

B-frame motion estimation in the improved PB-frames mode

This section applies only if the improved PB-frames mode is selected.



The candidate forward and backward motion vectors for each of the blocks in the B-macroblock is obtained by scaling the best motion vector from the P-macroblock, MV, as specified in H.263. To find the SADbidir, these vectors are used to perform a bi-directional prediction, as described in the PB-frames section in the H.263 standard, but with MVD set to zero.



Then, for the 16x16 B-macroblock, a normal integer and half-pixel motion estimation is performed, relative to the previous reconstructed P-picture. The best SADforw for this motion estimation is compared with the SADbidir for the bi-directional prediction. If (SADforw < SADbidir- 100), forward prediction is chosen for this macroblock. In this case, the forward motion vector found in the motion estimation above, is transmitted directly in MVDB, with no motion vector prediction. If the bi-directional prediction is found to be the best, no MVDB is transmitted.

Motion estimation in the true B-frames mode

This section applies only if a true B-frame is being encoded.



A true B-frame, either in the base layer, or in an enhancement layer, is encoded in a similar manner to a base layer P-frame, except two motion estimations are performed, one forward motion estimation relative to the previous reconstructed I/P-frame, and one backward motion estimation relative to the future reconstructed I/P-frame.



The SAD for the forward motion estimation is called SADforw, and the SAD for the backward motion estimation is SADbackw. The SAD from the bi-directional prediction using the best forward backward motion vectors found in the step above, is called SADbidir. 



Since skipped macroblocks in bi-directionally predicted frames are copied from the previous frame, forward prediction is preferred over backward prediction. Both forward and backward prediction is preferred over bi-directional prediction, since bi-directional prediction requires two motion vectors to be transmitted.



These numbers are not very well tested, but to implement the preferences in the section above, it is suggested to subtract 50 from SADforw, and add 75 to SADbidir, before comparing the three SADs. The prediction with the lowest SAD after this modification, is chosen.

Motion estimation in the SNR and spatial scalability mode

This section applies only if a frame in an SNR or spatial scalability enhancement layer is being encoded.



The motion estimation for frames in an enhancement layer is performed very much like for true B-frames. Motion estimation for enhancement layer P-frames, can be performed almost the same way as motion estimation for true B-frames, except the future frame is now the reconstructed, and possibly upsampled, frame from the next lower layer. The same preferences for forward and uni-directional prediction, as for true B-frames, can be used.

Transform

A separable 2-dimensional Discrete Cosine Transform (DCT) is used.

Quantization

The quantization parameter QP  may take integer values from 1 to 31.  The quantization stepsize is  2xQP.

 

COF	A transform coefficient to be quantized.

LEVEL	Absolute value of the quantized version of the transform coefficient.

COF´	Reconstructed transform coefficient.

Quantization:

For INTRA: 		�\EMBED Equation.2 ���

For INTER:			�\EMBED Equation ���

Quantization for INTRA DC coefficient

The DC coefficient of an INTRA block is quantized as described below. 8 bits are used for the quantized DC coefficient.



	�embed Equation.2 ���

Advanced Intra Coding

This option describes a method to improve intra-block coding by using intra-block prediction. This technique applies to intra-macroblocks within intra-frames and intra-macroblocks within inter-frames. The procedure is essentially intra-block prediction followed by quantization as applied to inter-blocks in ITU-T Recommendation H.263.



Coding for intra-blocks can take the form of one of three modes which are described shortly. � REF _Ref372361277 \* MERGEFORMAT �Figure 1� shows three � EMBED Equation.2  ���blocks of quantized DCT levels labelled A(u,v), B(u,v) and C(u,v), where u and v are row and column indices, respectively. 





���

v�0�1�2�3�4�5�6�7���(�������������������������������������������������������������������������������u ����������0�(���������1����������2����������3����������4����������5����������6����������7����������(������������������������������������������������������������������������Figure � SEQ Figure \* ARABIC �1� Three Neighboring blocks in the DCT domain.



C(u,v) denotes the block to be coded, A(u,v) denotes the block immediately above C(u,v) and B(u,v) denotes the block immediately to the left of C(u,v). Define E0(u,v) to be the actual block C(u,v) and Ei(u,v) to be the prediction error for mode i=1,2,3. The coding modes are as follows.



mode 0: DC prediction only. 

E0(0,0) = C(0,0) - ( A(0,0) QPA // QPC + B(0,0) QPB // QPC )//2	,and

E0(u,v) = C(u,v)				u(0, v(0, u = 0..7, v = 0..7.		(2)



mode 1: DC/AC prediction from the block above.

E1(0,v) = C(0,v) - A(0,v) QPA // QPC	v = 0..7, and

E1(u,v) = C(u,v)				u = 1..7, v = 0..7.				(3)



mode 2: DC/AC prediction from the block to the left.

E2(u,0) = C(u,0) - B(u,0) QPB // QPC	u = 0..7, and

E2(u,v) = C(u,v)				u = 0..7, v = 1..7.				(4)



Here, QPA, QPB and QPC denote the QP value used for A(u,v), B(u,v) and C(u,v), respectively. 



At the boundary of a picture, the boundary of a GOB if GOB header is used, or the boundary of a slice if slice header is used, the value of 1024 and 0 are substituted for the DC and AC component, respectively, of the blocks that fall outside the boundary of the picture or the GOB if GOB header is used. In some cases it may be preferable to code a border block in non-predicted intra mode (mode 0) rather than use 1024 and 0.



The mode selection is done by evaluating the absolute sum of the prediction error, SADmode i, for the four luminance blocks in the macroblock and selecting the mode with the minimum value.



� EMBED Equation.2  ���,  



i = 0..3, b = 0 .. 3, u,v = 1..7.	(5) 



Once the appropriate mode is selected, quantization is performed. The blocks are quantized as if they were inter coded blocks in that no special operation is applied to the DC coefficients - they are quantized in the same manner as the AC coefficients.

Improved INTER coefficient coding with an automatic switch between two VLCs

The encoder will use the INTRA VLC table for coding an INTER block if the following two criteria are satisfied:

The INTRA VLC result in fewer bits than the INTER VLC.

If the coefficients are coded with the INTRA VLC table, but the decoder assumes that the INTER VLC is used, coefficients outside the 64 coefficients of a 8x8 block are addressed.

With many large coefficients, this will easily happen due to the way the INTRA VLC was designed.

Rate Control

In this section, we describe a rate control method. In the frame-layer, a target number of bits per frame is selected. In the macroblock-layer, the quantization parameter (QP) is adapted to achieve that target.  The details and theory underlying this technique can be found in [1]. 



At the beginning, set the number of bits in the buffer W to zero, W=0, and initialize the parameters Kprev=0.5 and Cprev=0. The first frame is intracoded using a fixed value of QP for all macroblocks (by default use QP=15). The next frames are intercoded as explained in A.1 and A.2. 

Frame-Layer Rate Control

Let	B’ - Number of bits occupied by the previous encoded frame.

R  - Target bit rate in bits per second (e.g., 10000 bps, 24000 fps, etc.).

G  - Frame rate of the original video sequence in frames per second (e.g. 30 fps).

F  - Target frame rate in frames per second (e.g., 7.5 fps, 10 fps, etc.). G/F must be an integer.

M - Threshold for frame skipping. By default, set M= R/F. (M/R is the maximum buffer delay.)

A -  Target buffer delay is AM sec. By default, set  A= 0.1.



The number of bits in the encoder buffer is W = max (W + B’ - R/F, 0) .  Set skip = 1.



While W > M

{

W= max (W - R/F, 0)

skip++

}

Skip encoding the next  “� EMBED Equation.2  ���” frames of the original video sequence.

The target number of bits per frame is:

� EMBED Equation.2  ���	where      � EMBED Equation.2  ���	

Macroblock-Layer Rate Control

Step 1.      Initialization. 

It is assumed that the motion vector estimation has already been completed. 

Let � EMBED Equation.2  ��� be the variance of the luminance and chrominance values in the k_th macroblock.

If the k_th macroblock is of type I (intra), set � EMBED Equation.2  ��� 	

Let	� EMBED Equation.2  ���  and   j = 0.

� EMBED Equation.2  ���,  the target number of bits as defined in A.1.

� EMBED Equation.2  ���, the number of macroblocks in a frame.

K= K1= Kprev, and C= C1= Cprev, the initial value of the model parameters.

� EMBED Equation.2  ���,  where � EMBED Equation.2  ���

Step 2.  Compute Optimized Q for i_th macroblock       



If  � EMBED Equation.2  ���  (running out of bits),  set � EMBED Equation.2  ���. 

Otherwise, compute: 

� EMBED Equation.2  ���.



Step 3.  Find QP and Encode Macroblock



QP= round � EMBED Equation.2  ��� to nearest integer in set 1,2, …, 31. 

DQUANT = QP - QP_prev. 

If  DQUANT > 2, set  DQUANT = 2.  If  DQUANT < -2,  set  DQUANT = -2;



Set  QP = QP_prev + DQUANT.

DCT encode macroblock with quantization parameter QP, and set QP_prev = QP.

    

Step 4.  Update Counters       	



Let � EMBED Equation.2  ��� be the number of bits used to encode the i_th macroblock, compute:

	 � EMBED Equation.2  ���  � EMBED Equation.2  ���  and � EMBED Equation.2  ��� .



Step 5.  Update Model Parameters K  and C



The model parameters measured for the i-th macroblock are :



� EMBED Equation.2  ��� ,  and  � EMBED Equation.2  ���,

where � EMBED Equation.2  ���  is the number of bits spent for the luminance and chrominance of the macroblock.



Next, we measure the average of the � EMBED Equation.2  ���’s and � EMBED Equation.2  ���’s computed so far in the frame.

If  (� EMBED Equation.2  ��� and � EMBED Equation.2  ���),  set j= j+1 and compute  � EMBED Equation.2  ���.

Compute � EMBED Equation.2  ���.  



Finally, the updates are a weighted average of the initial estimates, K1, C1, and their current average: 

� EMBED Equation.2  ���



Step  6.   If  i = N,  stop  (all macroblocks are encoded).  Set  Kprev= K and  Cprev= C.

   Otherwise,  let  i = i+1, and go to Step 2.





[1]  J. Ribas-Corbera and S. Lei, “Rate control for low-delay video communications”, ITU Study Group 16, Video Coding Experts Group, Document Q15-A-20, Portland, June 97.

Alternate Rate Control Method

This is an alternate rate control technique that may be simpler to implement but is not as effective as the one described above.

Fixed stepsize and frame rate:

One mode of performing  simulations is with fixed stepsize and frame rate.  In this mode simulations shall be performed with constant stepsize throughout the sequence.  The quantizer stepsize is "manually" adjusted so that the average bitrate for all pictures in the sequence - minus picture number 1 - is as close as possible to one of the target bitrates (8,16 or 32 kb/s).

Regulation of stepsize and frame rate:

For realistic simulations with limited buffer and coding delay, a buffer regulation is needed.  Mechanisms for regulating the output bitrate are:



�SYMBOL 249 \f "MS LineDraw" \s 12 \h�	Possibility of changing the stepsize on macroblock level.



The following buffer regulation will be used as a beginning.



The first intra picture is coded with  QP= 16.  After the first picture the buffer content is set to:

�embed Equation.2 ���

For the following pictures the quantizer parameter is updated at the beginning of each new macroblock line.  The formula for calculating the new quantizer parameter is:



�embed Equation.2 ���

where:



�embed Equation.2 ���	The mean quantizer parameter for the previous picture.

�embed Equation.2 ���	The number of bits spent for the previous picture.

�embed Equation.2 ���	The target number of bits per picture.

mb	Present macroblock number.

MB	Number of macroblocks in a picture.

�embed Equation.2 ���	The number of bits spent until now for the picture.

R	Bitrate.

FR	Frame rate of the source material. (typically 25 or 30 Hz).



The first two terms of this formula are constant for all macroblocks within a picture.  The third term adjusts the quantizer parameter during coding of the picture



The calculated �embed Equation.2 ��� must be adjusted so that the difference fits in with the definition of DQUANT (see section 4).  The buffer content is updated after each complete picture in the following way:



�embed Equation.2 ���



The variable   frame_incr  indicates how many times the last coded picture must be displayed.  It also indicates which picture from the source is coded next.



To regulate frame rate, �embed Equation.2 ���  and a new �embed Equation.2 ���  are calculated at the start of each frame:



�embed Equation.2 ���



For this buffer regulation, it is assumed that the process of encoding is temporarily stopped when the physical transmission buffer is nearly full.  This means that buffer overflow and forced to fixed blocks will not occur.  However, this also means that no minimum frame rate and delay can be guaranteed.

Definition of the Post Filter

The one-dimensional version of the filter will be described.  To obtain a two dimensional effect, the filter is first used in one direction (for instance horizontal) and then in the other (vertical) direction.  The pixels A,B,C,D,E,F,G(,H) are aligned horizontally or vertically.  A new value -D1 - for D will be produced by the filter:

D1 = D + Filter((A+B+C+E+F+G-6D)/8,Strength1)		when filtering in the first direction.

D1 = D + Filter((A+B+C+E+F+G-6D)/8, Strength2)	when filtering in the second direction.



For definition of the function Filter() see the definition of the loop filter in Annex J.  Strength1 and Strength2 may be different to better adapt the total filter strength to QUANT.  The relation between Strength1,2 and QUANT is given in the table below.  Strength1,2 may be related to QUANT for the macroblock where D belongs or to some average value of QUANT over parts of the frame or over the whole frame.



A sliding window technique may be used to obtain the sum of 7 pixels (A+B+C+D+E+F+G).  In this way the number of operations to implement the filter may be reduced.
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Decoder error concealment (the TCON model)

In an environment where the bitstream might contain errors before being received by the decoder, the model described in this section can be used to conceal many of the effects of the errors. This section is taken from document LBC-95-186: “Definition of an error concealment model (TCON)” by Telenor R&D, with some additions to match the current H.263+ draft.

Introduction

Bit errors in the video bitstream will cause problems for the video decoding.  There are different ways of taking care of bit errors.  Forward Error Correction (FEC) is one.  In this case we could hope that all errors could be corrected so that the video bitstream is unaffected.  Unfortunately, this seems to be difficult to achieve.  Another way is request for retransmission.  A third way is treat the problem in the video bitstream.  That means we know that there may be bit errors in the video bitstream and we try to design the decoder so that bit errors cause minimal subjective disturbance of the picture content.  This is referred to as concealment.



Here we present a reasonably simple concealment decoder.  The main idea with the present concealment model is to detect "serious" errors and prevent this part of the data from being used.  In parts of the picture where the data is lost, the previous picture is used - either with direct copying, or with prediction using the motion vectors from the macroblock line above.

Description of the model

GBSCs for every macroblock line (or SLICE) and 3 INTRA blocks/picture are assumed.  In the description below, it is assumed that the decoder knows that there are GBSCs for every SLICE.  However, the model could easily be modified so that this information is not needed by the decoder.  None of the options are used here.



Call the picture being decoded M.  In addition we use a "preliminary memory" - PM - that can contain one SLICE of picture data.  In the decoding process data is put into PM.



The operation of the decoder is illustrated in the figure below.



There are two important decision criteria in the model.



I:  When shall PM be copied into the reconstruction frame memory?



¥	If the decoder reconstructs the full row of macroblocks without detecting any errors, and the following 17 bits is a SYNC, and the GOB number (GN) is incremented by 1 from last time, PM is copied into the appropriate position in M and the decoding process continues.





II:  When does the decoding process stop?



¥	An illegal codeword is found.  This is the most frequent event to stop decoding.

¥	SYNC does not follow after reconstruction of a macroblock line. {If it is not known that GBSCs are used on every row of macroblocks, this condition can not be tested}.

¥	Vectors point outside the picture when advanced prediction is not allowed.

¥	Position of reconstructed  DCT coefficient points are outside position 63, when not in a mode where the intra and inter VLC coefficient tables are adaptively chosen.

¥	Chroma DC values are out of the normal range. This normal range will probably be different for natural and synthetic images.



The first two bullets are the most important.  The list of other checkpoints could be increased considerably.



When the decoding stops, the content of PM is not copied to M.
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Illustration of the TCON concealment model.

Data inserted in the concealment area

In parts of the picture where data is lost, data from the previously decoded picture is used.  If vectors for the macroblock line above is available, those vectors are used in the prediction process.  If the above vectors are not available, that is if also the previous macroblock line was lost or we are at the top macroblock line, data is copied directly from the last decoded picture (with zero vectors).

Characteristics of the model

The model prevents large errors (typically green or pink blocks) to be copied into the reconstructed picture.



The model requires some extra memory for PM. This will typically be a few rows of macroblocks in size.



The presented model assumes that we have GBSC at each macroblock line and that the picture start code is protected.  However, a slight change could remove the requirement that we have GBSC at each macroblock line.  If we have GBSC less frequent, this would mean that more data would be lost around each bit error, and the concealment areas would be larger.



The model may even be extended to work well if picture start codes are lost.  By keeping track of GN values, it is possible to decide if we have come to a new picture even if the start code is lost.
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