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Introduction





We present an adaptive quantization scheme in the framework of the visual telephony video coding standards (H.263/H.263+/H.263++). Improving the Intra quantization scheme has been one of the main issues both in ITU-T and in MPEG-4. The current form of quantization in H.263+ consists of an Advanced Intra Coding mode which consists of an intra block prediction using neighboring blocks, a modified inverse quantization for INTRA coefficients, and a separate VLC table for INTRA coefficients. The performance of this scheme is better than the quantization scheme used in H.263. In this contribution we present a different method of quantization which applies both to INTRA as well as INTER blocks. The scheme relies on having multiple sets of uniform quantizers for the lowest quantization levels. The decison about which quantizer to choose is based on local rate-distortion characterstics of the source block being quantized. We show that this scheme outperforms the original H.263 quantization scheme by a significant margin. 





Adaptive Quantization in H.263 Framework





The adaptive quantization scheme described in this paper allows multiple choices of reconstruction levels for low magnitudes of coefficient values. By allowing more reconstruction levels, the overall rate-distortion performance of the quantizer improves. In some sense we mimic a non-uniform quantizer by having multiple sets of reconstruction levels. The reason for allowing multiple choices for low magnitudes is based on the higher probability of occurance of these low magnitude levels. We allow increased number of choices in the lowest two non-zero levels and transmit the choice of reconstruction level as side information to the decoder. 





We allow 15 different choices of the quantizer. Each of these 15 choices of quantizer correspond to a pair of levels for the lowest two non-zero values of the reconstruction levels. That is, the lowest two non-zero values of the reconstruction levels could assume 15 different pairs of values. The higher reconstruction levels for each of the 15 quantizers are identical to those in the H.263 quantizer. We denote the different quantizers as: (R0, R1, …, R14). For R0, the reonstruction levels |COF|’ are identical to those in the H.263 quantizer. For Rk (0<k<15), the reconstruction levels are given by: |COF|’  e {0, x. QP, y. QP, 7.QP, …, 255.QP}. Here QP (0<QP<32) is the quantization step size, x < y, and x, y e {1, 2, 3, 4, 5, 6}. That is, the lowest two non-zero reconstruction levels take all possible permutations, thus allowing a non-linear quantization for the low levels. 





For each quantizer Rk, for each incoming block X, for each coefficient xj,  we choose the level yi that minimizes: (xj-yi)2 + l2.ri, where ri is the rate associated with yi, and l2 is a design parameter. In the actual implementation we restrict the variation of the quantizer on a per macroblock basis. For each macroblock we choose the quantizer Rk which minimizes the functional Dk + l1. rk, where Dk and rk are the distortion and rate incurred in quantizing the macroblock with the quantizer Rk. l1 is again a design parameter which determines the overall rate in the entropy constrained quantization. Thus, the whole quantization scheme requires two levels of entropy constrained quantization: one which determines the choice of level for each coefficient being quantized, and the other which determines the choice of the overall quantizer Rk for the macroblock. The parameters l1 and l2 are design parameters and are not subject to standardization (affect only the encoder). Once we have chosen a quantizer for a macroblock, the macroblock is quantized using this quantizer and the coefficient information, along with the side information conveying the choice of quantizer is transmitted to the decoder.





Having 15 different quantizer choices imposes a burden on computations at the encoder. We can have a reduced complexity version of this adaptive quantization scheme by choosing the four most frequently used quantizer Rk. This would also reduce the side information bits per macroblock from four to two. This reduced complexity version performs almost the same as the 15 quantizer version. 





Finally, if we keep the quantizer identical to that used in H.263 (R0), and perform the choice of levels by doing an entropy constrained quantization, we get some gains as expected. In our final comparisons we provide the results of this scheme too. 





Coding Results





In this section we provide results for the adaptive quantization described in this contribution. We compare its performance with H.263 quantization, and also with entropy constrained quantization scheme which is the version of our adaptive quantization scheme within the syntax of H.263. Tables 1-3 describe the comparison for the case where the VLC tables are identical to those described in the H.263 standard.





Even with the unoptimized VLC tables, the adaptive quantization consistently performs better than H.263 quantization. We gain approximately 0.5-1 dB in PSNRs at around 20 Kbps. Tables 4-5 give results for one set of optimized 3-d  VLC tables. We observe that with the optimized 3-d VLC tables we save a significant amount in  bit rates for the same PSNRs.











Table 1: Carphone at 20 Kbps (Original H.263 VLC Tables)





Quantization Scheme�
PSNR(dB)�
Frame Rate (fps)�
Bit Rate (Kbps)�
# frames coded


�
�
H.263�
30.77�
5.05�
24.19�
20�
�
ECQ(R0),1 Qntzr�
31.04�
5.30�
23.93�
21�
�
AdaptiveQntzr, 15 Qntzrs�
31.60�
5.30�
24.30�
21�
�



Table 2: Mother and Daughter 20 Kbps (Original H.263 VLC Tables)





Quantization Scheme�
PSNR(dB)�
Frame Rate (fps)�
Bit Rate (Kbps)�
# frames coded


�
�
H.263�
31.58�
5.25�
23.47�
21�
�
ECQ(R0),1 Qntzr�
32.01�
5.50�
23.17�
22�
�
AdaptiveQntzr, 15 Qntzrs�
32.08�
7.25�
21.97�
29�
�



Table 3:  Susie at 20 Kbps (Original H.263 VLC Tables)





Quantization Scheme�
PSNR(dB)�
Frame Rate (fps)�
Bit Rate (Kbps)�
# frames coded


�
�
H.263�
32.61�
5.10�
22.95�
20�
�
ECQ(R0),1 Qntzr�
33.01�
5.21�
22.94�
20�
�
AdaptiveQntzr, 15 Qntzrs�
33.48�
5.41�
23.26�
21�
�



Table 4:  Carphone at QP=16 (Optimized 3d VLC Tables)





Quantization Scheme�
PSNR(dB)�
Frame Rate (fps)�
Bit Rate (Kbps)�
# frames coded


�
�
H.263�
32.14�
8.33�
40.07�
33�
�
AdaptiveQntzr, 15 Qntzrs�
32.15�
8.33�
35.14�
33


�
�



Table 5:  Foreman at QP=16 (Optimized 3d VLC Tables)





Quantization Scheme�
PSNR(dB)�
Frame Rate (fps)�
Bit Rate (Kbps)�
# frames coded


�
�
H.263�
30.94�
8.33�
54.61�
33�
�
AdaptiveQntzr, 15 Qntzrs�
30.96�
8.33�
50.48�
33


�
�
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