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Introduction


In order to demonstrate the utility of the Reference Picture Resampling mode (Annex P), a global motion estimation (GME) and compensation (GMC) module has been implemented.  The purpose of this new module is to automatically provide warp vectors to the Reference Picture Resampling module in order to improve overall coding efficiency.  The algorithmic details of this module are described in the next section; the demonstration tape and results are described in the final section.


Algorithm Description


The algorithm used to do global motion estimation (GME) was adopted from the MPEG-4 Core Experiment on Global Motion Compensation (P1)�.  Several minor changes were made to the MPEG-4 GME algorithm.  





The GME algorithm was based on sum of squared difference (SSD) 16x16 block matching (note: this is one of the points where my algorithm differs from the MPEG-4 experiment, in which sum of absolute difference (SAD) matching was used).  As in MPEG-4, the search range was (128 pixels in both the horizontal and vertical directions.  For the sake of computational efficiency, a five-level hierarchical search was used, with the input and reference frames being downsampled by a factor of 2 at each level of the hierarchy.  For the purpose of noise reduction, a [1 2 1]/4 filter was applied to both the input and reference frames (in both the horizontal and vertical directions) prior to the GME process.





Following the initial vector search, the local energy function at each block position was parametrized using a Taylor series expansion.  As in the MPEG-4 experiment, the differential terms in the series expansion were computed using Beaudet’s differential operator (i.e. 3x3 mask operation).  To improve the numerical stability of the algorithm, second derivatives with negative values were set to zero (a negative value indicates that the motion search did not achieve a good match for the block in question or that the block was essentially featureless).  The parametrization of the local energy function makes it possible to apply a least-squares criterion to the problem of finding the optimal set of bilinear warping parameters.  As in the MPEG-4 experiment, a set of linear equation is derived from the computed Taylor series parameter values.  This set of equations was solved using a robust matrix inversion algorithm (QR decomposition with column pivoting).





The initial set of bilinear warping parameters is used to compute a vector for every 16x16 block.  These vectors are then used to compute the energy for each block (using the parametrized energy functions).  The mean of all the block energies is computed and those blocks with energies greater than 4 times the average were eliminated from further consideration (note: the MPEG-4 experiment set the threshold at 3 times the average, but it was using SADs, rather than SSDs). 





Once the reduced set of blocks was determined, the system of linear equations was again computed and a solved for a new set of bilinear warping parameters.  Once again, the mean energy was computed and outlier blocks were rejected.  This procedure was iterated up to 25 times (MPEG-4 limited the number of iterations to 5) or until there was either no change in the set of selected blocks or only three blocks remaining.  The resulting set of warp vectors was then used as input to the reference picture resampling module to generate a new prediction frame.





The software for generating a prediction from a set of warp vectors (i.e. the reference picture resampling) has already been released via the ITU Advanced Video Coding e-mail reflector.  The global motion estimation software will also be made available after the Portland meeting.  Please contact the author be e-mail if you are interested in obtaining a copy of this software.





Demonstration





The demonstration video tape includes (in order):





The “foreman” sequence coded without global motion compensation.


The “foreman” sequence coded with automatic global motion compensation and reference picture resampling enabled.


A split-screen sequence composited from the above two sequences.





Both sequences were coded at CIF resolution with the TMN6 encoder�, as implemented in the Telenor version 2.0 software.  The target bit rate was set at 96 kbps and the  target frame rate was set at 15 fps.  Additionally, the Unrestricted Motion Vectors (Annex D), Syntax-Based Arithmetic Coding (Annex E), Advanced Prediction (Annex F), and Deblocking Filter (Annex J) optional modes were used in the encoding of both sequences.





Because the global motion estimation/compensation was not able to provide a good prediction when the camera motion was small, a test was inserted to force the encoder to abandon reference picture resampling unless the warp vectors output from the global motion estimator were sufficiently large.  It is believed that part of the difficulty with small camera motion was due to the static overlay in the upper left corner of each frame.





During the period of rapid panning in the later half of the sequence, the sequence encoded with global motion compensation is able to maintain a frame rate of roughly 1.5 that of the normally encoded sequence.  Additionally, the fidelity of the GMC-encoded sequence is higher during the pan, averaging about 0.25 dB better SNR for the luminance. 
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