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1. Introduction


The current H.263+ video coding/decoding method [1] causes accumulation of rouding error in the interframe prediction image. This is because half integer values are rounded away from zero in bilinear interpolation. A method for solving this problem is proposed in this document.


2. Error accumulation problem in H.263


In the current specification of H.263+, the luminance values a, b, c, and d of the positions shown in figure 1 are defined as:





	a = A


	b = (A + B) // 2	(1)


	c = (A + C) // 2


	d = (A + B + C + D) // 4


 


�


Figure 1. Interpolation of luminance values.





where A, B, C, and D are the luminance values of the pixels in figure 1. “//” is a division that rounds the quotient to the nearest integer, and rounds half integer values away from 0. This equation can be rewritten as 





	a = A


	b = (A + B + 1) /// 2	(2)


	c = (A + C + 1) /// 2


	d = (A + B + C + D + 2) /// 4





where “///” denotes division by truncation.





The errors in the interpolated pixel values are caused by the rounding in equations (1) and (2). For example when the values of A, B and c are 3, 4, and 4, c includes an error of 1/2 since it should have the value 3.5 if there were no rounding. 





Assuming that:





The probability that the residual of the division by 2 in equation (1) being 0 and 1 are both 1/2;


The probability that the residual of the division by 4 in equation (1) being 0, 1, 2, and 3 are all 1/4;





the expectation of the rounding error for each interpolated pixel value are:





	a:	0 ( 1 				= 0


	b: 	0 ( 1/2	+ 1/2 ( 1/2			= 1/4	(3)


	c: 	0 ( 1/2	+ 1/2 ( 1/2			= 1/4


	d:	0 ( 1/4	-  1/2 ( 1/4	+ 1/2 ( 1/4	+1/4 ( 1/4	= 1/8





By further assuming that:





The probability that the horizontal component of a motion vector has a half integer value is p; and


The probability that the vertical component of a motion vector has a half integer value is p,





the expectation, EY(p), of the rounding error for a pixel in the luminance plane of a predicted image is:





	EY(p) = 0 ( (1-p)2 + 1/4 ( p(1-p) + 1/4 ( (1-p)p + 1/8 ( p2 = (4-3p)p/8	(4)





The value of EY(1/2) is 5/32, and EY(p) has the maximum value 1/6 when p = 2/3.





In H.263+, the motion vector of the chrominance pixel is obtained by dividing the luminance motion vector by 2, and rounding the horizontal and vertical components to the nearest integer or half integer value. The motion vector component is rounded to a the nearest half integer value unless the result of the division by 2 is an integer. Assuming that a motion vector component of a chrominance pixel has a integer value by a probability of  (1-p)/2, the expectation, EUV(p),of the rounding error for a chrominance pixel in a predicted image is:





	EUV(p) = 0 ( (1-p)2/4 + 1/4 ( (1+p)(1-p)/4 + 1/4 ( (1-p)(p+1)/4 + 1/8 ( (1+ p)2/4 = (5 + 2p -3p2)/32	(5)





The value of EUV(1/2) is 21/128, and EUV(p) has the maximum value 1/6 when p = 1/3.





As described above, the expectations of the rounding error in the predicted image are not zero in H.263+. This rounding error causes a bad effect to the reconstructed images especially when the following conditions are satisfied:





(1) Few I-pictures (I-blocks) in the sequence


Having only few I frames means that the rounding error is not refreshed frequently. 





(2) Large quantization stepsize for DCT coefficients


When the quantization stepsize for the DCT coeficients are large, the small errors in the predicted images are not corrected. 





(3) Existence of a continuously moving object


Having  a continuously moving object in the image means that rounding errors always occur for the pixels included in this object.





A typical artifact caused by the accumulation of rounding errors can be observed in the decoded image of “Coastguard” when the QP value is large: The reconstructed image turns red as the decoding continues.


3. P+ and P- frames


The problem pointed out in the previous section can be solved bay using two types of rounding in the bilinear interpolation of pixel values. These are:





Positive rounding


Fractional values are rounded to the nearest integer, and half integer values are rounded away from zero.





Negative rounding 


Fractional values are rounded to the nearest integer, and half integer values are rounded  towards zero.





According to the above definitions, H.263+ always uses positive rounding in for block matching with half pel accuracy. When negative rounding is used, equation (2) is rewritten as:





	a = A


	b = (A + B) /// 2	(6)


	c = (A + C) /// 2


	d = (A + B + C + D + 1) /// 4





The expectation of the rounding error for negative rounding has the same absolute value but a different sign compared with the positive rounding case. Therefore, the rounding errors can be cancelled by having a P frame with positive rounding (P+ frame) and a P frame with negative rounding (P- frame) alternately along the time axis.


4. Proposed method


Two approaches can be considered for having P+ frames and P- frames alternately. These are:





(1) Implicit approach


In this approach, no information is provided in the picture header to indicate whether the current P frame is a P+ frame or a P- frame. The implicit indication can be done, for example, by defining that the nth P frame after the last I frame is a P+ frame if n is an odd number, and P- frame otherwise.





(2) Explicit aproach


A single bit which indicates whether the current P frame is a P+ frame or a P- frame exists in the picture header. The encoder has the freedom of deciding whether to code the current P frame as a  P+ frame or a P- frame. Having such freedom for the rounding type decision is important especially when the prediction structure is changed adaptively in the Reference Picture Selection Mode (Annex N). 





The explicit approach is better in terms of error resilience and degrees of freedom for the rounding type decision, but requires a syntax change (i.e. an additional indication bit in the picture  header) to the current specification. In the simulation, the explicit approach was tested by using bit 6 of MPPTYPE, which is currently a reserved bit, for the indication of the rounding method.


5. Simulation results


The simulation conditions were as follows:





 QP (quantization parameter) value was fixed throughout each sequence. The tested QP values were 1, 5, 10, 15, 20, 25, and 31.


The frame types in the sequence were I P+ P- P+ P- P+ P- P+ P- ...


The unrestricted motion vector mode was used. Other options were turned off.


CIF format was used for the input and reconstructed images.


All the sequences were coded at the frame rate of 15 Hz. 





The rate distortion performance of the Y, U, and V planes for the “Coastguard”, “Silent Voice”, and “Foreman” sequences are shown in Figure 2. In this figure, “no. of bits” denotes the total number of bits used for the coding of the whole sequence.





�


(a) Luminance of “Coastguard”





�


(b) Chrominance of “Coastguard”.





�


(c) Luminance of  “Foreman”


Figure 2. Rate distortion performance of H.263+ and the proposed method.


�


(d) Chrominance of  “Foreman”.





�


(e) Luminance of  “Silent Voice”.





�


(f) Chrominance of “Silent Voice”.


Figure 2. Rate distortion performance of H.263+ and the proposed method (continued).





The results indicate that the proposed method improves the PSNR of the chrominance planes and does not cause degradation of the PSNR performance in any case. The proposed method is especially effective when the QP has a large value: the averaged PSNR of the chrominance planes were improved by 2.5 dB (“Coastguard”), 0.7dB (“Foreman”), and 0.3dB (“Silent Voice”) when the value of QP was 31. On the other hand, almost no improvement was observed for the PSNR of the luminance plane. This is because the motion estimator in the encoder extracts motion vectors that do not cause accumulation of rounding errors. 





It was clearly visible that the artifact of having red decoded images is reduced by the adoptation of the proposed method. The improvement in subjective quality is visible even in for the cases where the QP values has a realatively small value such as 10.





The PSNR value for each frame (QP=31) is shown in figure 3. By using two rounding types, the degradation of the PSNR in the chrominace planes after the I-picture in the sequence is reduced.


�


(1) Luminance plane.





�


(2) U plane.





Figure 3. PSNR of each frame (“Coastguard”, CIF, 15 Hz, QP=31).

















�


(3) V plane.





Figure 3. PSNR of each frame (“Coastguard”, CIF, 15 Hz, QP=31, continued).








Figure 4 shows the performance of the decoder which decodes a P+ frame as a P- frame, and a P- frame as a P+ frame. The purpose of this simulation was to test the effect to the reconstructed image when the decoder fails to determine the correct rounding type. As in figure 2, “no. of bits” denotes the total number of bits used for the coding of the sequence in this figure. Although the effect of the mismatch is very small at low rates (i.e QP ( 10), substantial degradation in the PSNR performance is observed at high rates  (i.e QP ( 5). However, the degradation is subjectively not noticable even in the case when the value of QP is 1.





�


(a) Luminance of “Coastguard”





Figure 4. Rate distortion performance of the mismatch case.


�


(b) Chrominance of “Coastguard”


Figure 4. Rate distortion performance of the mismatch case (contunued).





6. Proposed changes to the current draft


(1) Bit 6 of MPPTYPE





Define bit 6 of MPPTYPE as:





Bit 6	Rounding Type (RTYPE) for P-pictures, “0” RTYPE = 0 (P+-picture ), “1” RTYPE = 1(P--picture)





Add the following paragraph at the end of section 5.1.4.3.





The encoder should control the rounding type so that consecutively decoded P-pictures have different values for Bit 6 (Rounding Type for P-Pictures).





(2) Specification of the rounding method





Rewrite section 6.1.2 as follows:


6.1.2.	Interpolation for subpixel prediction


Half pixel values are found using bilinear interpolation as described in Figure 13. “/” indicates division by truncation.





The value of RTYPE is determined by the Rounding Type bit (bit 6) in MPPTYPE as specified in section 5.1.4.3, when the Source Format field (bits 6-8) in PTYPE indicates extended PTYPE. Otherwise RTYPE has the value 1.


� EMBED Word.Picture.6  ���


FIGURE 13/H.263


Half pixel prediction by bilinear interpolation





(3) Bilinear interpolation of pixel values in the RPR mode





Rewrite: 


� EMBED Equation  ���





in annex P as:





� EMBED Equation  ���





and add the following paragraph after the equation:





The value of RTYPE is determined by the Rounding Type bit (Bit 6) in MPPTYPE as specified in section 5.1.4.3.


7. Conclusions


Changes to the current specification of H.263+ for avoiding the error acumulation in the predicted images has been proposed. The adoptation of this proposal improves the performance of H.263+, and should be beneficial for the users of the standard.
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