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1. Introduction


The bilinear warping method specified in Annex P of the current H.263+ draft has high computational complexity since: 1/16 pel accuracy motion vectors are used; and two conditional operations is needed to for each pixel. A method for solving this problem is proposed in this document.


2. Problems in the current specification


(1) Accuracy of motion vectors


The 1/16-pel accuracy motion vectors adopted in Annex P requires at least three multiplications for each pixel. The multiplications can be remove by adopting half-pel accuracy motion vectors. 





(2) Bilinear warping algorithm


In the current specification of the warping algorithm for the RPR mode, the following two if-clauses are executed for each pixel:





if(cx >= d) {


bx++;


cx -= d;


}


if(cy >= d) {


by++;


cy -= d;


}





Due to the pipelined architecture of recent processors, the existence of conditional operations (if-clauses) causes a bad effect on the execution time of a software. 


3. Fast bilinear warping


In this section, a method named fast bilinear warping or virtual frame warping, which does not require these if-clauses for each pixel, is proposed. The adoptation of this method does not require syntax changes to the current H.263+ specification. 





In the current specification of RPR, the motion vectors at (0, 0), (H, 0), (0, V), and (H, V) are parameterized and transmitted (H and V are the horizontal and vertical size of the image). This causes division by d=4SHV in the warping algorithm. The basic idea of fast bilinear warping is to assume the existence of a virtual image with H' x V' pixels as shown in figure 1, and replace the division by a shift operation.





H' and V' are defined as the smallest integers that satisfy the following condition:





H' ( H and H' = 2m  and V' ( V and V' = 2n , n and m are positive integers.











 	      (0, 0)      (H, 0)   (H', 0)


	        +-----------+---------+


 	        |           |         |


	        |           |         |


	        |           |         |


	 (0, V) +-----------+         |


	        |         (H, V)      |


	        |                     |


	        +---------------------+


	     (0, V')               (H', V')





Figure 1. Virtual image for fast bilinear interpolation





The new warping method consists of 3 steps. These are:





(1) Bilinear extrapolation for obtaining the corner vector of the virtual frame





Assuming that (u(x,y),v(x,y)) denotes the motion vector at (x,y) in half pel accuracy (i.e. the actual motion vectors are obtained by dividing u(x,y) and v(x,y) by 2), the extrapolated motion vectors (U(x,y),V(x,y)) are obtained in 1/32 pel accuracy by performing "bilinear extrapolation" as follows:





U(0, 0) = u(0, 0) << 4;


V(0, 0) = v(0, 0) << 4;





U(H',0) = (((H-H') u(0,0) + H' u(H,0)) << 4) // H


V(H',0) = (((H-H') v(0,0) + H' v(H,0)) << 4) // H





U(0,V') = (((V-V') u(0,0) + V' u(0,V)) << 4) // V


V(0,V') = (((V-V') v(0,0) + V' v(0,V)) << 4) // V





U(H',V') = (((V-V')((H-H') u(0,0) + H' u(H,0)) + V'((H-H') u(0,V) + H' u(H,V))) << 4) // (H V)


V(H',V') = (((V-V')((H-H') v(0,0) + H' v(H,0)) + V'((H-H') v(0,V) + H' v(H,V))) << 4) // (H V),





where "//" rounds the quotient to the nearest integer, and half integer values away from zero. 





(2) Vertical linear interpolation 





The motion vectors at (0, j+1/2) and (H', j+1/2) are calculated in 1/32 pel accuracy using the corner vectors by performing one dimensional linear intepolation as follows:





uL(j) = ((2V'-2j-1) U(0,0) + (2j+1) U(0,V')) // (2V')


vL(j) = ((2V'-2j-1) V(0,0) + (2j+1) V(0,V')) // (2V')





uR(j) = ((2V'-2j-1) U(H',0) + (2j+1) U(H',V')) // (2V')


vR(j) = ((2V'-2j-1) V(H',0) + (2j+1) V(H',V')) // (2V')





where (uL(j), vL(j)) denotes the motion vector at (0,j+1/2) and (uR(j), vR(j)) denotes the motion vector at (H',j+1/2).  According to the definition of V', the division by 2V' can be replaced by a shift operation.





(3) Horizontal linear interpolation





The motion vector of a pixel located at (i+1/2,j+1/2) is calcuated in 1/2 or 1/16 pel accuracy by performing one dimensional linear interpolation as follows:





uP(i,j) = ((2H'-2j-1) uL(j) + (2j+1) uR(j)) /// (H'AS) 


vP(i,j) = ((2H'-2j-1) vL(j) + (2j+1) vR(j)) /// (H'AS)





where (uP(j), vP(j)) denotes the motion vector of a pixel located at (i+1/2,j+1/2) in 1/2 or 1/16 pel accuracy (the actual motion vector is obtained by dividing this value by 2 or 16). The value of A is 16 and 2 in the 1/2 and 1/16 pel accuracy case, respectively. The value of S is 2 for luminance and 4 for chrominance. "///" rounds the quotient to


the nearest integer, and half integer values towards the positive infinity. As in step (2), the division by (H'AS) can be replaced by a shift operation.





In this algorithm, the integer part of a motion vector can be obtained by an m+6 bit right shift at step (3). The number of shifted bits, therefore, is no larger than 16 bits if the width of the image is not larger than 1024. This means that it is possible to have the integer part of the motion vector (or a coordinate of the reference image) in the upper 16 bits and the fractional part in the lower 16 bits of a 32 bit register. This property makes a smart implementation of the warping algorithm possible.


4. Simulation results


4.1 Comparison of execution time


UltraSparc, 200MHz with gcc ver. 2.7.2 (-O3)





  Annex P warping (modified software)


   1/16 pel accuracy: 12.1 frames/sec


   half pel accuracy: 28.5 frames/sec





  virtual frame warping


   1/16 pel accuracy: 13.8 frames/sec


   half pel accuracy: 56.0 frames/sec





 Pentium, 120MHz with gcc ver. 2.7.2p (-O6)





  Annex P warping (modified software)


   1/16 pel accuracy:  8.3 frames/sec


   half pel accuracy: 13.4 frames/sec





  virtual frame warping


   1/16 pel accuracy:  9.6 frames/sec


   half pel accuracy: 19.3 frames/sec


4.2 Computational complexity of the H.263+ decoder


In order to provide a measure for the complexity of the H.263+ decoder, the execution time of the tmndecode-ver1.6 decoder was investigated in the same environment. The conditions for this simulation were as follows:





all H.263 options turned off


 “Coastguard”, CIF format


15 frames/s, 10 seconds (150 frames coded)


QP fixed for I and P pictures


decoded images displayed on an X Window display


fast IDCT





The following are the results:





UltraSparc, 200MHz with gcc ver. 2.7.2 (-O3)


QP= 5 (1118 kb/s): 23.0 frames/sec


QP=10 ( 434 kb/s): 32.3 frames/sec


QP=15 ( 252 kb/s): 39.7 frames/sec


QP=20 ( 168 kb/s): 46.7 frames/sec


QP=25 ( 130 kb/s): 51.3 frames/sec


QP=31 ( 105 kb/s): 56.5 frames/sec





Pentium, 120MHz with gcc ver. 2.7.2p (-O6)


QP= 5 (1118 kb/s):  8.6 frames/sec


QP=10 ( 434 kb/s): 11.2 frames/sec


QP=15 ( 252 kb/s): 13.1 frames/sec


QP=20 ( 168 kb/s): 14.6 frames/sec


QP=25 ( 130 kb/s): 15.7 frames/sec


QP=31 ( 105 kb/s): 16.6 frames/sec





The results indicate that the complexity of the H.263 decoder is comparable with that of the warping method for the RPR mode. This means that the adoptation of half pel accuracy and fast bilinar warping causes a strong impact on the total complexity of the H.263+ decoder.


4.3 Comparison of coding performance


The global motion compensetion functionality of the RPR mode improves the coding performace of the H.263+ encoder when:





The input sequence includes motion vectors longer than the search range of block matching,


The input sequence includes global motion which is not simple panning,


The QP value is high.





Considering the above conditions, the simulation was performed using the “Foreman” and “Girl” sequences under the following simulation conditions:





QP (quantization parameter) value was fixed throughout each sequence. The tested QP values were 31, 20, and 10.


The frame types in the sequence were I P P P P P P P ...


The unrestricted motion vector mode was used. Other options were turned off.


CIF format was used for the input and reconstructed images.


All the sequences were coded at the frame rate of 10 Hz. 


For “forman”, RPR was turned on only when at least one of the extracted motion vectors at the corners of the image exceeded  the search range of block matching.





The bitrate and PSNR for each frame is shown in figures 2 and 3. 


�


(a) Foreman, QP=31


Figure 2. Number of coded bits for each frame.





�


(a) Foreman, QP=31


Figure 3.  PSNR of each frame.





(Additional results will be provided in the final version of this document)





The results indicate that RPR is effective in reducing the bitrate when there are long motion vectors in the image (reduction up to 40% was achieved for frames 180-220 in the sequence). The rate-distortion performance of normal Annex P warping, Annex P warping with half-pel accuracy motion vectors, fast warping with 1/16 pel motion vectors, and fast warping with 1/2 pel motion vectors were almost identical. This means that adopting fast warping with 1/2-pel is the best solution.


5. Conclusions


The performance of Reference Picture Resampling mode was verified.





The results indicate that the execution time of RPR warping can be reduced by 78% for the UltraSparc processor and by 57% for the Pentium processor, by adopting the virtual frame warping algorithm and half pel accuracy motion vectors. Considering these results, we propose the following:





(1) Supported modes for negotiation


Due to the low computational complexity of arbitrary warping with half pel accuracy, it is suggested that the following three modes be negotiated for Annex P:





mode 1:  factor of four size changes only at 1/16 pel accuracy


mode 2:  arbitrary scaling without motion at 1/16 pel accuracy OR arbitrary warping at half pel accuracy


mode 3:  arbitrary warping at 1/16 pel accuracy





The half pel / 1/16pel accuracy indication is achieved by a DA bit in the Reference Picture Resampling Parameters (RPRP) field (see section 6 of this document).





(2) Usage of the virtual frame warping method in the RPR mode 


The simulation results indicate that the execution time of the warping process is substantially reduced by the using the virtual frame warping method, especially when half pel accuracy motion vectors are adopted. Since having two warping methods for the RPR mode should notbe beneficial for the users of H.263+, we propose the adoptation of the virtual frame warping method for the RPR mode.





6. Proposed changes to the current draft





(1) Warping parameter field


Rewrite FIGURE P.2/H.263 as:





DA�
WPVLC�
WPCODE�
�
FIGURE P.2/H.263


Warping parameter code format (when not a one-bit refinement)


and add the following paragraph after this figure:





The 1 bit field DA indicates the accuracy of the displacements for each pixel. A value of “0” indicates that the x- and y-displacements for each pixel are quantized to half-pixel accuracy. An “1” indicates that the displacements are quantized to 1/16-pixel accuracy. 





(2) Description of the resampling algorithm


Rewrite section P.3 as follows:


P.3.	Resampling Algorithm


The method described in this section shall be mathematically equal in result to that used to generate the samples of the resampled reference picture.  Using the integer warping parameters � EMBED Equation.2  ���and � EMBED Equation.2  ���, integer parameters � EMBED Equation.2  ���, and � EMBED Equation.2  ���  which denote the x- and y-displacements at the corners of the picture in 32-pixel accuracy (the actual displacements are obtained by dividing these values by 32) are defined as 





	� EMBED Equation.2  ���





By applying bilinear extrapolation to these vectors, the integer parameters� EMBED Equation.2  ���and� EMBED Equation.2  ��� which denote the x- and y-displacements at (0, 0), (H’, 0), (0, V’), and (H’, V’) in 1/32 pel accuracy (the actual displacements are obtained by dividing these values by 32) are defined as





	� EMBED Equation.2  ���





where “//” denotes integer division that rounds the quotient to the nearest integer, and rounds half integer values away from 0. H’ and V’ are defined as the smallest integers that satisfy the following condition





� EMBED Equation.2  ���





Next, the integer parameters � EMBED Equation.2  ���and � EMBED Equation.2  ���which denote the x- and y-displacements at (0, j+1/2) and (H’, j+1/2) in 1/32 pel accuracy (the actual displacements are obtained by dividing these values by 32) are defined as





	� EMBED Equation.2  ���





Finally, the parameters that specify the transformed position in the reference picture becomes





	� EMBED Equation.2  ���





where 





“///”: 	integer division with rounding towards the negative infinity,


P:	accuracy of x- and y-displacements (P=2 when DA=“0” and P=16 when DA=“1”, see section P.2.1. for the definition of DA),


(IR(i, j)+1/2, JR(i, j)+1/2):	location of the transformed position in 1/P pixel accuracy (both IR(i, j) and JR(i, j)  are integers),


(iR(i, j)+1/2, jR(i, j)+1/2):	location of the sampling point near the transformed position (both iR(i, j)  and jR(i, j)  are integers),


� EMBED Equation.2  ��� 	bilinear interpolation coefficients of the transformed position.





The computation of this equation can be simplified by replacing the divisions by shift operations, since 32SH’/P =2m+2 and P =24 (when P=4 and S=2).





Using these parameters, the sample value, EP(i, j) of the pixel located at (i+1/2, j+1/2) in the resampled picture is obtained by


 


	� EMBED Equation.2  ���





where “/” denotes division by truncation. iR and jR are simplified notations for iR(i, j) and jR(i, j), and ER(iR, jR) denotes the sample value of the pixel located at (iR+1/2, jR+1/2) in the reference picture.





(The psudo-code for this algorithm will be provided in the final version of this document)
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