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1. Introduction


This document describes the algorithm and the simulation of the multimode warping prediction method, which is being proposed to MPEG4 video coding efficiency group and under investigation as the core experiment P6. The multimode warping prediction is proposed as a candidate for new video coding standard, either H.263++ or H.26L.


2. The coding algorithm


In this section, the coding algorithm are roughly described. Please refer to Annex A for more detailed information and description.


2.1 Motion estimation


Grid points, each of which has a motion vector, are located at the vertices of the macroblocks(MB) consisting of 16x16 luminance pixels. Motion estimation proceeds in two steps: 


block matching to approximate the motion vector of the grid points;


local minimization of the prediction error to select the approximate warping mode and to refine the motion vectors.


2.2 Decision of warping mode


For each macroblock, one of the four candidate prediction modes is selected as its warping mode. Each warping mode utilize at least one of the four motion vectors at the vertices of the macroblock. 


16x16 block translation, same as in H.263


bilinear transform using motion vectors at grid points


8x8 block translation


average of 16x16 and 8x8 block translation


2.3 Coding of warping mode and motion vectors


The macroblock layer syntax of a INTER-picture, which slightly differs from the H.263, is shown in figure 1.


�


Figure �seq Figure \* Arabic �1�. MB layer syntax


Differential motion vectors (MVD1, MVD2, MVD3, MVD4) for grid points are transmitted after COD, MCBPC, CBPY and DQUANT. The candidate predictor vectors for MV in Figure 2 are MV1, MV2 and MV3.


 The calculation of the predictor and differential motion vector and the codewords for differential motion vectors are same as the H.263. 


A two bit field named WMODE is transmitted following to differential motion vectors to indicate the warping mode selected for the current macroblock.


�


Figure �seq Figure \* Arabic �2�. Candidate predictor vector for macroblock


3. Simulations


The results of this multimode warping prediction method by computer simulation are shown below.


3.1 Simulation conditions


The coding condition and parameters are listed in Table 2. Coding options are listed as follows.


 Rate control			: not used (fixed Qp on INTRA-picture and INTER-pictures)


 Unrestricted motion vector mode	: ON


 Intra AC and DC prediction	: ON


 Deblocking filter			: OFF and ON (loop filter same as H.263+)


Table 2. Image format, frame rate and initial quantization parameter


Sequence�
bitrate�
Image format�
Frame Rate�
Q�
f_code�
�
Container ship�
10kbps�
QCIF�
7.5 fps�
16�
1�
�
Hall monitor�
10kbps�
QCIF�
7.5 fps�
17�
1�
�
Mother and Daughter�
10kbps�
QCIF�
7.5 fps�
14�
1�
�
Container ship�
24kbps�
QCIF�
10 fps�
9�
1�
�
News�
48kbps�
CIF�
7.5 fps�
19�
1�
�
Coastguard�
112kbps�
CIF�
15 fps�
31�
1�
�
Foreman�
112kbps�
CIF�
15 fps�
31�
2�
�
3.2 Simulation Results


In core experiment group P6, some company have cross-checked the results of the multimode warping prediction method and the effectiveness of multimode warping prediction method has been confirmed.


In these results shown by table 3, the typical results are shown.


In most of sequences the multimode warping prediction method can provide the better PSNR value and in some sequences, provide less coding bits than VM 6.0.


In subjective evaluation, the block artifacts are decreased compared with VM 6.0 of MPEG-4 and multimode warping prediction method can provide better picture quality.


Table 3. Results of simulation


Sequence


name�
bitrate


[kbps]�
Deblocking filter OFF�
Deblocking filter ON�
�
�
�
VM 6.0�
MWP�
VM 6.0�
MWP�
�
�
�
Bits�
PSNR�
Bits�
PSNR�
Bits�
PSNR�
Bits�
PSNR�
�
Container ship�
10�
100784�
29.65�
102704�
30.12�
106032�
29.51�
107304�
29.91�
�
Hall monitor�
10�
97752�
30.07�
101824�
30.49�
98960�
30.19�
103248�
30.45�
�
Mother and daughter�
10�
100760�
32.58�
96664�
32.91�
100760�
32.66�
96240�
32.93�
�
Container ship�
24�
264616�
33.18�
252400�
33.40�
267960�
33.07�
256184�
33.33�
�
News�
48�
465208�
31.01�
434392�
31.32�
470808�
31.04�
435816�
31.38�
�
Coastguard�
112�
1118808�
26.13�
1104384�
26.46�
1134096�
26.09�
1111248�
26.44�
�
Foreman�
112�
1077552�
28.28�
1022472�
29.20�
1082592�
28.30�
1019144�
29.13�
�
	NOTE)	PSNR indicates the averaged PSNR of luminance.


		Bits indicates the total number of coding bits.


4. Conclusion


This document has reported that the multimode warping prediction method can provides better coding efficiency than VM 6.0 of MPEG-4, especially at low bitrate.


We propose that the multimode warping prediction method should be considered of one of the coding tools for the new video coding standards. 


This method be in which category, H.263++ or H.26L, is necessary to be discussed further.
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This core experiment evaluates and verifies the performance of a multimode warping prediction technique based on a 2D mesh. Both the coder and decoder generate the same uniform mesh for each frame. The prediction for each macroblock is performed by image warping using motion vectors of the grid points. The prediction error is block coded in the same manner as the VM.


Since mesh based prediction assumes a continuous motion vector field, it may not be effective at the motion boundary. However, there were some promising proposals on new 2D mesh based prediction schemes to resolve this problem. The basic idea was the introduction of block translation to the mesh based prediction. By adopting this idea, this core experiment tests an interframe prediction method which utilizes multiple prediction modes such as block translation, affine/bilinear transform, etc.


The coding efficiency of this method is evaluated and verified by comparing its peformance with the VM under the same condition.


1. Functionality addressed


    Compression


2. Framework (Syntax elements of VM)


The following syntax changes are necessary for this core experiment:


  - coding of motion vectors located at the boundary of the image (if all the motion vectors are coded).


  - indication of the prediction method for each Macroblock.


It is noted that the compatibility with the VM syntax/semantics is achieved by sending the motion vectors at the center of each macroblock as in the VM even in the case of mesh-based MC.  Because grid points having its motion vector are located at vertices of block in the mesh-based MC, the number of motion vectors are more than those in VM (refer to description below).


3. Description of the proposed method


The following is the detailed description of the coding/decoding methods and syntax of the experiment.


3.1 Coding/Decoding method


3.1.1 Allocation of grid points


Grid points are located at the vertices of the macroblocks (MB) consisting of 16x16 luminance pixels. The relation between grid points and MB boundaries is shown in figure 1. It should be noted that the bottom and the right-most grid points are located outside the image as shown in figure 2. The number of grid points in a QCIF picture, therefore, is 12 (horizontal) x 10 (vertical).


�


Figure �seq Fig._ \* Arabic �1�.  Location of MB boundaries and grid points.


 


�


Figure �seq Fig._ \* Arabic �2�.  Location of the VOP boundary and grid points.


3.1.2 Warping modes


For each macroblock, one of the four canditate warping modes is selected as its warping mode. Each warping mode utilizes at least one of the four grid points at the vertices of the macroblock as shown in figure 3. (u1, v1), (u2, v2), (u3, v3), and (u4, v4) denote the horizontal and vertical components of motion vectors MVG1, MVG2, MVG3, and MVG4, in half sample units (u1~u4 and v1~v4, therefore, are integers, and the actual motion vectors are obtained by dividing these values by 2). 


The four warping modes are:


16x16 block translation, same as in VM.


  MVG4 shown in figure3 is used as the motion vector of the macroblock.


bilinear transform using motion vectors at grid points.


  The motion vector of a luminance pixel located at (x, y) = (i, j) (i and j are integers) in the macroblock shown in figure 1 is obtained by bilinear interpolation using the following formula:


u(x, y) = ((16-j) ((16-i) u1 + i u2) + j ((16-i) u3 + i u4)) //// 256,


v(x, y) = ((16-j) ((16-i) v1 + i v2) + j ((16-i) v3 + i v4)) //// 256,


where integers u(x, y) and v(x, y) denote the horizontal and vertical components of the motion vector in half sample unit. “////” denotes integer division, where fractional values are rounded to the nearest integer and half integer values are rounded to the positive infinity.


  This formula can be rewritten without a division operation as:


u(x, y) + Lx = ((16-j) ((16-i) u1 + i u2) + j ((16-i) u3 + i u4) + 128 + Lx * 256) >> 8,


v(x, y) + Ly = ((16-j) ((16-i) v1 + i v2) + j ((16-i) v3 + i v4) + 128 + Ly * 256) >> 8,


where “>>” denotes right binary shift. Lx and Ly are assumed to be sufficiently large integers that keep the shifted values larger than zero.


  The predicted value of a pixel having half sample motion vectors is calculated using the same interpolation method described in section 3.3.3.4/VM7.


  It should be noted that a chrominance pixel is located at the center of four luminance pixels. Therefore, the motion vector of a chrominance pixel located at (x, y) = (2ic+0.5, 2jc+0.5) (ic and jcare integers) in the macroblock shown in figure 1 is obtained by bilinear interpolation using the following formula:


uc(x, y) = ((31-4jc) ((31-4ic) u1 + (4ic+1) u2) + (4jc+1) ((31-4ic) u3 + (4ic+1) u4)) //// 2048,


vc(x, y) = ((31-4jc) ((31-4ic) v1 +  (4ic+1) v2) + (4jc+1) ((31-4ic) v3 + (4ic+1) v4)) //// 2048,


where integers uc(x, y) and uc(x, y) denote the horizontal and vertical components of the motion vector in half sample unit of the chrominance plane.


8x8 block translation


  This warping mode splits a macroblock into four 8 x 8 pel blocks. For each 8 x 8 block, the motion vector of the closest grid point is assigned as its motion vector. For example, MVG1, MVG2, MVG3, and MVG4 in figure 3 are assigned to B1, B2, B3 and B4, respectively.


average of 16x16 and 8x8 block translation


  The pixel values of the predicted macroblocks of: 16x16 block translation using the averaged motion vector of MVG1, MVG2, MVG3, and MVG4; and 8x8 block translation of prediction mode (3) are averaged. The 1/8 integer values obtained when averaging the motion vectors are rounded to 1/2 integer values using table 6 in section 3.3.5.1/VM7. Half integer values are rouded away from zero when the pixel values are averaged.


�


Figure 3. Grid points used for the prediction of a macroblock


Table 1 lists the index for the warping modes in this set, referred to as WMODE (refer to syntax description section).


Table  �seq Table_ \* Arabic �1�


index�
candidate prediction mode�
�
0�
(1) 16x16 block translation�
�
1�
(2) bilinear transform�
�
2�
(3) 8x8 block translation�
�
3�
(4) average of 16x16 and 8x8 block translation�
�
3.1.3 Motion estimation


Motion estimation in this core experiment proceeds in two steps: (a) block matching to approximate the motion vectors of the grid points; (b) local minimization of the prediction error to select the appropriate warping mode and to refine the motion vectors. In multimode warping prediction, motion estimation is always performed using the original image of the current frame and the reconstructed image of the previous frame. The unrestricted motion vector mode of the VM, where motion vectors can point outside the image region, is used in this core experiment.


3.1.3.1 Coarse motion estimation using block matching


The motion estimation algorithm in step (a) is similar to the method described in section 3.3.3.2/VM7 and 3.3.3.4/VM7. Instead of using macroblocks, the block matching in step (a) is applied to ME (Motion Estimation) blocks. Usually an ME block is composed of 16 x 16 pixels and has a grid point in its center as shown in figure 4. For ME blocks of grid points at the VOP boundary, however, only the pixels inside the VOP is used for motion vector search. Therefore, when the VOP has a rectangular shape, the size of an ME block is 16x8 for the grid points at the top and bottom boundary of the VOP, 8x16 for the grid points at the left and right boundary, and 8x8 for the grid points at the corners of the VOP. This is shown in figure 5. The prediction error in a ME block is evaluated using the SADBM (Summed Absolute Difference for Block Matching). SADBM for motion vector (u, v) is defined as follows:


�EMBED Equation.2 \s���


For the zero vector, SADBM(0, 0) is reduced to favor the zero vector when there is no significant difference.


�EMBED Equation.2���


where NME is the number of the ME block pixels inside the VOP.


A 2-step hierarchical block-matching motion estimation method is used for estimating the motion vector of each grid point in step (a). First, full search with single pel accuracy is performed inside the whole search range of motion vectors defined by the f_code. Then half pel search is perfomed in a (half pixel search window with half pel acuracy. 


3.1.3.2 Motion vector refinement


The minimization in step (b) refines the motion vector of a grid point and the warping modes of the macroblocks which uses this grid point. The details of the refinement algorithm are:


	i)	The refinment of the motion vector of grid point GZ in figure 6 is started. The subsequent operations will be confined to the area composed of the four macroblocks MBA, MBB, MBC, and MBD which uses the motion vector of GZ for obtaining the predicted macroblock. When Gz is located at the boundary of the VOP, the macroblocks outside the VOP is ignored.


	ii)	Move the motion vector of GZ to an adjacent point. Find the optimal warping mode for each macroblock that minimizes the SADR (Summed Absolute Difference for Refinement). Calculate the SADKxR which is the sum of the SADR of the four macroblocks with optimized warping modes. SADR for a macroblock is defined as follows:


�EMBED Equation.2  \* MERGEFORMAT���


		where  (u1, v1), (u2, v2), (u3, v3), and (u4, v4) are the four motion vectors used by a macroblock as shown in figure 3, Nzv is the number of zero vectors among these four motion vectors, and NB is the number of macroblocks MBA(MBD pixels inside VOP. WMODE is the index of the warping mode as shown in table 1.


		The SADKxR for the motion vector of GZ is obtained by:


�EMBED Equation.2���


		where 0<K<=4 is the number of macroblock that use the motion vector of GZ.	


	iii)	Search the motion vector that minimizes this SADKxR. Register the optimal motion vector of GZ and optimal warping modes of MBA, MBB, MBC, and MBD as the refined motion vector and warping modes. Return to i) to search the optimum position of the next grid point.


After each refinement, the sum of SADR in a VOP either decreases or remains unchanged. Therefore, the refinement process can be iterated until all the grid points converge to either local or global minima. In this core experiment, the refinement is repeated twice. The first refinement is performed in a (3 pixel search window with single pel step size, i.e. if u1 is 1.5 before the first refinemet, candidate values for u1 are -2.5, -1.5, 0.5, 1.5, 2.5, 3.5, and 4.5. The second refinement is applied in a ( half pixel search window with half pel step size.





�


Figure 4. Location of a grid point in a 16 x 16 ME block.


�


Figure 5. ME blocks at the boundary of a VOP.


�


Figure 6. Refinement of motion vectors


3.1.4 INTRA/INTER mode decision


Intra/inter mode is selected for all MBs after finishing motion estimation. The selection criterion is identical with the VM.


3.1.5 Coding of prediction error


Same as the VM (combined motion texture coding mode).


3.1.6 Coding of the first frame


The coding method for the first frame is identical with the VM. It should be noted that the same quantizer step size for the I-VOP is used for making a fair comparison between the results of experiments.


3.1.7 Rate control


As defined by the Coding Efficiency Adhoc Group, fixed quantizer step size is used. An appropriate step size which can give a target coding rate is chosen for each sequence.





3.2 Syntax extention


New codewords and syntax modification are necessary to indicate the warping mode for each MB. This requires changes in the MB layer syntax.


3.2.1 Transmission of motion vectors


In multimode warping prediction, each macroblock can use motion vectors of four grid points, but each grid point is owned by a single macroblock. The motion vector of a grid point is transmitted by its owner macroblock (not by its users). The basic rule in defining the ownership of grid points is that the transmission of the four grid points used by a macroblock should be completed before the transmission of its block data. The ownership of grid points is defined as shown in figure 7. Macroblock (0,0) owns four grid points, while macroblocks (0, s) (0 < s < m) and (r, 0) (0 < r < n) own two grid points. All the other macroblocks own one grid point. 


If the macroblock shown in figure 3 owns four grid points, MVG1 is transmitted first, and MVG2, MVG3, and MVG4 are transmitted subsequently in this order. This transmission order is preserved for macroblocks which do not own four grid points. For example, when only MVG2 and MVG4 are transmitted for a macroblock (i.e. macroblocks (r, 0) (0 < r < n) in figure 7), MVG2 is transmitted before the transmission of MVG4.


�


Figure 7. Ownership of motion vectors.


Motion vectors of half-pel accuracy are transmitted as differential motion vectors. The method of obtaining the predictor vector is identical with the method described in section 3.3.3.6/VM7 except for the following point: For macroblocks (r, 0) (0 < r < n) in figure 7, MVG5, MVG6, and MVG7 of figure 8 (a) are the candidate predictors for MV. This is because the above right motion vector MVG8 is owned by macroblock (r+1, 0), which is transmitted after the transmission of macroblock (r, 0). However, for MVG’ of macroblock (0, 0) shown in figure 8 (b), MVG9, MVG10, and (0, 0) are the candidate predictors. This is because MVG9 and MVG10, which are both owned by macroblock (0, 0), are transmitted before MVG’.


�


(a) Macroblock (r, 0) (0 < r < m).


�


(b) Macroblock (0, 0).


Figure 8. Candidate predictor vector for macroblock (r, 0) (0 < r < m).


3.2.2 MB layer syntax


The macroblock layer syntax of a P-VOP, which slightly differs from the VM, is shown in figure 9. All the other syntactic elements below the VOP layer are identical with the VM.


When the usage of multimode warping prediction is indicated in the VOP Layer, a two bit field named WMODE is transmitted in the Macroblock Layer to indicate the prediction mode selected for the current macroblock. Differential motion vectors for grid points, which are refered to as MVDG1-4, are transmitted in place of MVD and MVD2-4.


�


Figure 9. Structure of macroblock layer in P-VOPs.


WMODE indicates the prediction mode of a macroblock. The code words for WMODE is shown in Table 2. COD is set to “1” only when all the motion vectors owned (not used. see section 3.2.2.) by the current macroblock are zero vectors, and this macroblock has no DCT coefficients to be transmitted (i.e. all blocks in this macroblock are not coded). WMODE is not present only when the four motion vectors used by a macroblock are identical. This is because it is not necessary to specify the warping mode in such case. This rule for the existence of WMODE applies to all INTER macroblocks in a P-VOP. Therefore, WMODE can exist even when the value of COD is “1”.


In multimode warping prediction, motion vectors at the grid points are differentially coded as MVDG1-4 instead of MVD and MVD2-4. The coding method (i.e. scaled coding using f_code) and the codewords for MVDG1-4 are same as those for MVD described in section 6.1.8/VM7 and 6.1.9/VM7, respectively. The presence of MVDG1-4 depends on the number of motion vectors that the macroblock owns. The transmission and prediction method for motion vectors is described in section 3.3.3.7/VM7. For P-VOPs, motion vectors owned by a macroblock is transmitted even for INTRA macroblocks. However, WMODE is not present for INTRA macroblocks.


Table 2. Codewords for WMODE.


index�
prediction mode�
Coded (COD==0)�
Not Coded (COD==1)�
�
0�
16x16 block translation�
11�
11�
�
1�
bilinear transform�
10�
10�
�
2�
8x8 block translation�
01�
01�
�
3�
average of 16x16 and 8x8 block translation�
00�
00�
�
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