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1. Introduction:  rate control and low delay	


In video communications, the end-to-end delay for transmitting the video data needs to be very low, especially in two-way, real-time video applications such as video phone or video conferencing. Typically, the major component of the delay is the time that the video frames require to go through the fixed-rate communication channel, or the channel delay, as described in [5]. 


In practice, the video source is captured and encoded at a given frame rate F (in frames per second) and the coded bits are sent through a communication channel of  rate R (in bits per second). Hence, we can send up to B=R/F bits during each frame interval of 1/F seconds. If the first frame to be encoded occupies B’ bits, and B’ is larger than B, the (B’-B) bits that cannot be sent during its frame interval remain in the encoder buffer and are sent during the next interval(s). Clearly, the decoder will have to wait an additional (B’-B)/R seconds after that frame’s interval to receive all the bits. Conversely, if B’ is smaller than B the decoder will receive the bits for the frame within its frame interval, but (B-B’) bits will be wasted. Therefore, an efficient rate control method for low-delay communications should encode the video frames with approximately B bits [4].


In this paper, we will show that the rate control technique in TMN7 does not achieve the target number of bits per frame B accurately, and consequently TMN7’s rate control often suffers from the following two important drawbacks:


Frame skipping:  


When several successive frames are encoded using more bits than the target B, the number of bits in the encoder buffer increases and hence the channel delay increases [4]. If the number of bits in the buffer exceeds a threshold M, the encoder skips encoding one or more video frames until the buffer level is below M. This ensures that the buffer delay for the next frame to be encoded will be below M/R seconds and protects the buffer from overflowing. Frame skipping is reasonable if a scene change occurs and one or several frames with many I macroblocks must be transmitted. But frame skipping should be avoided otherwise, because it produces lip-sync problems and undesirable jerkiness in the motion. In particular, skipping frames in sign-language and lip-reading video applications can drastically reduce the quality of the communication.


Wasting channel bandwidth:  


If several successive frames are encoded with fewer bits than the target B, the encoder buffer may soon run out of bits and there will be periods of time in which no bit will be sent through the channel. This problem is also referred to as buffer underflow. As a result, the video sequence will be encoded at a lower bit rate than that of the channel and the image quality of the encoded frames will decrease accordingly. 


In this contribution, we present a new rate control technique for low-delay video communications and compare its performance to TMN7’s rate control. Our method is based on adjusting quantization step sizes down to macroblock level according to a Lagrangian optimized bit allocation strategy. This technique is computationally simple, since it only requires the values of the variances (or MADs) of the macroblocks and encodes them only once. Our rate control achieves the target number of bits per frame very accurately and, as a result, it rarely skips frames at the encoder and makes use of the complete bandwidth of the channel. In comparison to TMN7’s rate control, our method improves the temporal resolution by dropping up to 9 percent fewer frames and increases the image quality up to 1.2 dB in PSNR. Additionally, our rate control technique has the option of assigning a weight to each macroblock according to its quality requirement, which allows the designer to perform perceptual or object-based coding by simply adjusting these weights. 





2. The Rate Control Technique





In this section, we describe our new rate control method for an H.263 codec. We use a frame-layer rate control technique very similar to TMN7’s rate control. Our main contribution is in the macroblock-layer, which we describe next, where we use a novel procedure for adapting the quantization parameter (QP) for the macroblocks within a frame. 





Macroblock-Layer Rate Control





Problem Description and Modeling 


	


In H.263+ and other video coding standars, the current video frame to be encoded is decomposed into macroblocks of 16x16 pixels per block. The pixel values of each of the four 8x8 blocks in a macroblock are transformed into a set of coefficients using DCT and these coefficients are quantized and encoded. The encoder for a block in the ith macroblock of an image is illustrated in the diagram of Figure 1. 





The quantization of the transformed coefficients is a key procedure since it determines the quality with which the image block will be encoded. As shown in Figure 1, the quantization of a block in the ith macroblock is controlled by only one parameter, QPi.
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Figure � SEQ Figure \* ARABIC �1�:  Encoding an image block





In H.263 codecs, QPi is known as the quantization parameter QP for the ith macroblock and its value corresponds to half the step size used for quantizing the transformed coefficients. The number of bits produced when encoding the ith macroblock, Bi , is a function of the value of the quantization parameter QPi and the statistics of the macroblock.





Let N be the number of macroblocks in a frame, the total number of bits B for encoding the image is:


 


   � EMBED Equation.2  ���		        		        (1)





We provide a method to choose the values of the QPi’s to minimize coding distortion under the constraint of (1), where the total number of bits B is selected in advance. 








Encoder Model





We use the following model for the number of bits invested in the i-th macroblock :


� EMBED Equation.2  ���			       		        (2)


where Qi  is the quantization step for the macroblock (here Qi = 2 QP), A is the number of pixels in a macroblock (i.e., � EMBED Equation.2  ��� pixels), K and C are constants, and � EMBED Equation.2  ��� is the empirical standard deviation of the luminance and chrominance values in the (motion-compensated or intra) macroblock, 





       � EMBED Equation.2  ���      		        (3)





where PL,i(j) is the value of the luminance for the j_th pixel in the i_th macroblock, PC,i (j) is the value of the j_th chrominance component in the macroblock, and � EMBED Equation.2  ��� is the average of the luminance and chrominace values: 





  			� EMBED Equation.2  ���.		           		        (4)





In order to reduce computational complexity, the MADs can be used instead of the standard deviations. Our experimental results indicate that the rate control performance is only a little bit worse (the PSNR is typically within 0.2 dB’s) . 





The model (2) was found using the low bit-rate model for scalar quantization and entropy coding derived in [3] and assuming that the pixel values in the macroblocks are approximately uncorrelated. The value of K in (2) depends on the statistics of the macroblocks. For example, it can be shown that if the DCT coefficients are Laplacian distributed, then K=e/ln2 [3]. The constant C in (2) models the bits per pixel to encode the motion vectors and the coder’s overhead (i.e., header and syntax information) for the frame.  In any case, since the values of K and C are often not known, we estimate them with our method.





Distortion Model





We consider the following distortion measure for the N encoded macroblocks:





				� EMBED Equation.2  ���,			        		        (5)





where the � EMBED Equation.2  ���i’s are weights that can be chosen to incorporate the importance or weight of the macroblock distortions. For example, we could choose larger � EMBED Equation.2  ���i’s for macroblocks in which artifacts are more visible to the human eye or for macroblocks that belong to more important objects in the scene. If � EMBED Equation.2  ���1 =� EMBED Equation.2  ���2 = … =� EMBED Equation.2  ���N = 1, the distortion (5) is approximately the mean squared error (MSE) between the original and encoded macroblocks [6]. 








Optimization 





Our method will select the quantization parameters,� EMBED Equation.2  ���, that minimize the distortion in (5), subject to the constraint that the total number of bits must be equal to B in (1):





� EMBED Equation.2  ���.                             	        (6)





We can formulate the constrained-optimization problem in (6) using the method of Lagrange multipliers:





          	� EMBED Equation.2  ���,          		        (7)





with� EMBED Equation.2  ��� the Lagrange multiplier. By setting partial derivatives to zero, we obtain the optimized quantization parameters:





� EMBED Equation.2  ���,         i= 1,2, …,N                      	        (8)





Moreover, if  i-1  macroblocks have already been quantized and encoded, the optimized quantization parameter for the ith macroblock is: 





      		� EMBED Equation.2  ���			        	        (9)





where Ni = � EMBED Equation.2  ��� is the number of image macroblocks that remain to be encoded and � EMBED Equation.2  ��� is the number of bits available to encode them,


    


                                                 � EMBED Equation.2  ���,		                                (10)





where B’j  here is the actual number of bits used to encode the DCT coefficients of the j-th macroblock.   Equation (9) is the key for our new quantizer control tool. 





Reducing the Quantization Overhead





The values of the optimized quantization steps � EMBED Equation.2  ��� in (9) need to be encoded and sent to the decoder. For example, in H.263+ the steps are differentially encoded using the parameter DQUANT, which is the difference between the current and the previous QP (recall that QP= Qi/2) in a raster-scan order.  If  DQUANT=0, nothing is sent, but if DQUANT is -1, -2, 1, or 2, a two-bit code is sent to indicate the change of quantizer. (DQUANT cannot be larger than 2 or smaller than -2.) Additionally, three bits must be sent to indicate that DQUANT is present. Hence, there is a five-bit penalty for changing the quantization step.





At high bit rates, the bits for the quantization overhead are negligible, and hence our previous optimization is effective. But at very-low bit rates, the overhead is significant. Unfortunately, an optimization procedure that would take the overhead into account is mathematically intractable. In previous work, some researchers have proposed using dynamic programming for that purpose [7], but these techniques have very high computational complexity and are not suitable for real-time video coding.





We propose a simple, heuristic method to reduce the quantization overhead at lower bit rates. Our method decreases the range of the values of the Q*’s by choosing the following formula for the values of the� EMBED Equation.2  ��� weights in (9):





				� EMBED Equation.2  ���				      (11)





where note that B/(AN) is the bit rate in bits per pixel for the current frame. If the bit rate is above 0.5 bits per pixel, the � EMBED Equation.2  ���’s are all equal to 1 and hence they have no effect. At lower bit rates,  the� EMBED Equation.2  ���’s will linearly approach the respective� EMBED Equation.2  ���’s and progressively reduce the range of the Q*’s in (9). In fact, if the bit rate is approximately 0, then � EMBED Equation.2  ��� and all the quantization steps are all approximately equal, 





� EMBED Equation.2  ���,			      (12)	





and hence the DQUANT overhead would be approximately zero.





The Quantizer Control Tool 





Here, we explain in detail our technique for selecting the value of QP for each macroblock within the frame. 





Step 1.      Initialization. 





Let   � EMBED Equation.2  ���         First macroblock.   


� EMBED Equation.2  ���    Number of available bits for encoding the frame.           	     


        � EMBED Equation.2  ���   Number of macroblocks in a frame.


j = 0           Number of macroblocks whose� EMBED Equation.2  ���’s are used to update K (see Step 5).


Let   � EMBED Equation.2  ���, 


where� EMBED Equation.2  ��� and� EMBED Equation.2  ��� are the distortion weight and standard deviation for the k_th macroblock as given in (11) and (3), respectively.





Finally, if this is the first frame to be encoded, set K1 = 0.5 and C 1= 0. Otherwise, set K1 and C1 to the values of K and C obtained after encoding the previous frame, respectively. 





Step 2.  Compute Optimized Q for i_th macroblock       





If  � EMBED Equation.2  ���  (running out of bits),  set � EMBED Equation.2  ���. 


Otherwise, compute: 


                      			 � EMBED Equation.2  ���.





Step 3.  Find QP and Encode Macroblock





QP= round � EMBED Equation.2  ��� to nearest integer in set 1,2, …, 31. 


DQUANT = QP - QP_prev. 


If  DQUANT > 2, set  DQUANT = 2.  If  DQUANT < -2,  set  DQUANT = -2;





Set  QP = QP_prev + DQUANT.


DCT encode macroblock with quantization parameter QP, and set QP_prev = QP.


    


Step 4.  Update Counters       	





Let � EMBED Equation.2  ��� be the number of bits used to encode the i_th macroblock, compute:


	 � EMBED Equation.2  ���  � EMBED Equation.2  ���  and � EMBED Equation.2  ��� .





Step 5.  Update Model Parameters K  and C





The model parameters for the i-th macroblock are :


� EMBED Equation.2  ��� ,  and  � EMBED Equation.2  ���,


where � EMBED Equation.2  ���  is the number of bits spent for the luminance and chrominance of the macroblock.





Next, we measure the average of the � EMBED Equation.2  ���’s and � EMBED Equation.2  ���’s computed so far in the frame.


If  (� EMBED Equation.2  ��� and � EMBED Equation.2  ���),  set j= j+1 and compute  � EMBED Equation.2  ���.


Compute � EMBED Equation.2  ���.  





Finally, the updates are a weighted average of the initial estimates and the current average: 


� EMBED Equation.2  ���





Step  6.   If  i = N,  stop  (all macroblocks are encoded).  


   Otherwise,  let  i = i+1, and go to Step 2.














2.2 Frame-Layer Rate Control





Target Bits per Frame





The frame-layer rate control is very similar to that of TMN7’s rate control. We use the following formula for the target number of bits per frame:


� EMBED Equation.2  ���			      		      (13)


where R is the channel or target bit rate in bits per second, F is the frame rate in frames per second, and � EMBED Equation.2  ��� is typically a small value that we define as follows:





      � EMBED Equation.2  ���			      		      (14)





with W the number of bits that remain in the encoder buffer. If W is larger than 10 percent of the average number of bits per frame, R/F, � EMBED Equation.2  ���decreases the target by W/F. Otherwise, � EMBED Equation.2  ��� increases the target up to 10 percent of R/F. With the� EMBED Equation.2  ��� correction, we attempt to keep a small number of bits in the buffer (low buffer delay) without underflowing it. In TMN7’s rate control, the target number of bits per frame is just R/F. Since often that method does not meet the target accurately, adding or subtracting � EMBED Equation.2  ��� could easily increase the number of frames skipped or the bits lost by buffer underflow, respectively.





Frame Skipping 





Our method uses the same technique for frame skipping as TMN7’s rate control. If the number of bits in the buffer, W, is larger than a threshold M=R/F, our method skips encoding the next frame or frames until the buffer fullness is below M. This guarantees that the buffer delay for the next frame to be encoded will not be larger than M/R=1/F seconds (the time of a frame interval). In practice, the threshold M could be increased or decreased if we wanted a larger or smaller (maximum) buffer delay, respectively, but M should be equal for both our method and TMN7’s for a fair comparison of their performances.





3.  Complexity





From the description above, observe that our new rate control method requires more computation than that in TMN7, since we adapt the quantization parameter at each macroblock while in TMN7 the adaptation is done only once per macroblock line. However, the complexity of our method is still reasonable for real-time video coding, since only a few operations per macroblock are required and the macroblocks are encoded only once. 





Also, our method needs to know the variances (or MADs) for the macroblocks in advance, while TMN7 can start encoding the frame before completing the motion estimation for all of the macroblocks in the frame. In some implementations, the motion estimation is completed before encoding  (c.f., Telenor’s codec [10], the separate-mode in MPEG-4 [2], etc.), but in others this property may help reduce the processing delay. However, the processing delay is often negligible compared to other delays in the system [5] and hence a decrease in that delay will likely be insignificant. 








4.  Selection of the � EMBED Equation.2  ��� weights for perceptual or object-based coding





In the previous section, we chose the� EMBED Equation.2  ���i values with (11) in order to reduce the quantization overhead at lower bit rates. But we also explained that the� EMBED Equation.2  ���i values can be chosen to incorporate the importance or weight of macroblock distortions, as indicated in (5). In fact, observe in (9) that the optimized quantization parameter Qi* decreases in macroblocks with larger� EMBED Equation.2  ���i’s and increases where the� EMBED Equation.2  ���i’s are smaller. This nice property can be used for perceptual or object-based coding and here we describe two examples on how to choose the � EMBED Equation.2  ���i ‘s for that purpose.





a) The interesting region:





We can assign a larger value of � EMBED Equation.2  ���i  to a selected region (e.g., a rectangular window).  Thus, the interesting region will be coded with better quality.





b)  Pyramidal weighting:


	


Knowing that people usually pay more attention to the central region of the picture, we can assign larger values of� EMBED Equation.2  ���i to the regions near the center of the picture.   We can use a formula such as that of a pyramid to assign larger values of� EMBED Equation.2  ���i to macroblocks closer to the center of the frame. Specifically, let BX and BY be the number of macroblocks along the horizontal and vertical coordinates, respectively. We can compute the weight for the i-th macroblock as follows:





� EMBED Equation.2  ���,				      (15)





where (a1 + a2) and a2 are the height and offset of the pyramid, respectively, and bX  and bY are the horizontal and vertical position of the ith macroblock in the frame. For example, we can choose a1=15 and a2=1 such that the� EMBED Equation.2  ���i value of the center macroblock would be 16 times of those of the boundary macroblocks.  





5.  Experimental results





We used Telenor’s H.263 codec [10] with our new rate control and TMN7’s for encoding frames of real video sequences. We turned on the flags for the advanced prediction and the unrestricted motion vector modes. The first frame was intracoded (with QP=15) and the following were all P-frames. After encoding the first frame, several frames are often skipped in order to decrease the number of bits in the (simulated) buffer down to a number below M=R/F. Then, we started the rate control, and hence both schemes started at the same P-frame with the same initial buffer fullness.     





 In the following experiments, we present results for the two methods in a wide variety of sequences and bit rates and compare their performance using the following criteria: 





Average bit rate 


Temporal resolution   


Image quality and average PSNR 


Buffer delay


Target accuracy  (per frame)





In Table 1, we describe the video sequences, target bit rates, and frame rates and assign a name to each of the experiments.





Average Bit Rate 





In Table 1, we also show the actual bit rates achieved by the two rate control strategies. In a few of the 22 cases, the bit rate for the two methods was very close to the target, but in all of the others our new technique achieved a bit rate significantly closer to the target than that of TMN7’s. In fact, TMN7’s rate control wastes up to 20 per cent of the bits when the encoder suffers from buffer underflow. (See “Buffer Delay” below.)





Temporal Resolution





In Table 2, we show the total number of frames and the number skipped by the two rate control methods when encoding the video sequences. The first I frame and the frames skipped right after it are not counted, since rate control did not start until the first P frame was encoded. 





Our new rate control method skipped frames only in three of the tests. In all of them, the sequences were of CIF format, the bit rate (in bits per pixel) was very low, and there was a significant scene change when the frames were skipped. Conversely, TMN7’s rate control skipped frames in 13 of the 22 experiments. In 10 of these experiments, our method did not skip any frame and TMN7’s skipped a large percentage of the frames (up to 9 per cent).





In some cases, frame skipping can have drastic consequences. For example, in “silent” (i.e., “sil24”, “sil48”, “sil112”) a young lady uses the sign language and the skipped frames may contain an important sign for the conversation. In other cases, the frames skipped by TMN7’s method can generate lip-sync problems (e.g., in “mad24”, “mad48”, “fmn48”, “fmn68”, “fmn112”, etc.). Finally, TMN7’s technique produced a rough break of the motion continuity in the “coast112_c” experiment. Our new method also skipped a few frames in that experiment, but the motion in the encoded sequence was fairly smoother. 





Image Quality





Table 3 shows the averaged PSNR of the encoded video sequences. When frames were skipped, the respective repeated frames were used in the computation. The new method achieves similar or higher PSNR than TMN7’s. The right-most column shows the gain in luminance PSNR. The gain is often about 0.5 dB and sometimes above 1 dB. We verified that the visual image quality was similar or slightly better. Remarkably, we did not observe a loss in the image quality on the 13 video sequences where our rate control encoded more frames than TMN7’s. 





A D1 tape demo will be showed in the meeting. The demo will also show results using pyramidal-type� EMBED Equation.2  ��� weights, as described in Section 4b. In these results, it can be observed that the center part of the image has better quality than its boundary. This weighting arrangement may be suitable for video phone applications. Other weighting arrangements with consideration of perceptual or object-based importance are also easily achievable.





Buffer Delay





The bits for the current frame being encoded cannot be sent until the bits in the encoder buffer are transmitted. This is because the bits left in the buffer correspond to previous frames, which were encoded with more bits than the average R/F (recall that R and F are the channel and frame rate, respectively). As a result, the time D(j) needed for sending the j-th frame through the channel is:





		� EMBED Equation.2  ���,				      (16)


	


where B(j) is the number of bits occupied by the j-th frame and W(j) are the bits left in the buffer at the beginning of the j-th frame interval. D(j) is also called the channel delay and B(j)/R and W(j)/R are called the throughput delay and buffer delay, respectively. The delays in (16) are equivalent to those defined in Section 2.3 of the recent study on delay by Fryer [5]. 





In rate control, researchers have typically placed attention to the number of bits in the buffer or buffer fullness, W(j). This is because: a) W(j) is directly related to the buffer delay, W(j)/R, b) if  W(j) is zero (the buffer underflows) indicates that the rate control technique is wasting bits, and c) the buffer delay includes the effect of the previous channel delay [5], 





      � EMBED Equation.2  ���� EMBED Equation.2  ���


		


Fig. 1-22 show plots of W(j) when our rate control (solid line) and TMN7’s (dashed line) are used. The straight, dotted line indicates the value of M, the threshold used for frame skipping. Since we set M=R/F, if the number of bits in the buffer W(j) is close to the dotted line, the buffer delay W(j)/R is close to 1/F seconds, i.e., one frame interval. If W(j) is close to 0, the buffer delay is also near 0 seconds. 





Also, recall that if there are more than M bits in the buffer, both rate control schemes skip frames until the buffer fullness is below M. For example, in Fig.6 the number of bits W(j) in the buffer for TMN7’s rate control (dashed line) reaches M (dotted line) 5 times, which indicates that 5 frames are skipped in the encoder. 





The buffer delay produced by our rate control method is always very low since there are typically few bits in the buffer. In the scenes where there is more motion and scene changes (e.g., in the tests with “foreman”,  “mother and daughter” and “silent”), our method keeps the buffer delay significantly lower than that of TMN7’s. In some cases, TMN7 has very few or no bits left in the buffer and hence it has a buffer delay a little lower than ours (e.g., in the tests with “hall” and “container”). But in those cases the buffer constantly underflows; TMN7’s rate control spends too few bits encoding the frames (below the average R/F) and has no bits left to send. Hence, this small reduction in delay comes at the expense of wasting channel bandwidth.














Target  Accuracy (per frame)





Finally, Fig. 23-29  show the number of bits per frame used by both rate control methods for a few of the tests. These results are somehow redundant since they can be extrapolated from the respective plots on buffer occupancy, but they are also interesting to check. Observe that our new method achieves a nearly constant number of bits per frame, which cannot be achieved by the rate control in TMN7. In fact, this is the reason why our method can maintain a low buffer occupancy (low buffer delay) without underflowing the buffer.





5. Conclusions





We have presented a new rate control method for an H.263 codec and have compared its performance to the rate control in TMN7. We demonstrated that our method meets the target bit rate more accurately, skips many fewer frames, encodes the sequences with higher PSNR, and keeps a low buffer delay without underflowing the buffer. Our rate control method skips frames only when needed (at drastic scene changes) and encodes the video sequences with clearly better motion continuity. This is particularly important to avoid lip-sync problems and for specific applications such as sign-language communications.





This new rate control technology, with some minor modifications, has also been presented and cross-checked by three independent companies in MPEG-4 [8-9]. The results presented here have been cross-checked bit-by-bit at the decoder’s site.


�



References


[1]  MPEG-4 video verification model V.5.0 ISO/IEC JTC1/SC29/WG11 Coding of Moving Pictures and Associated Audio MPEG96/ Maceio Nov. 96.


[2]  J. Ribas-Corbera and Shawmin Lei, “Contribution to Rate Control Q2 Experiment: A quantizer control tool for achieving target bit rates accurately, “ ISO/IEC Coding of Moving Pictures and Associated Audio JTC1/SC29/WG11 MPEG96/M1812, Sevilla, Spain, Feb. 97.


[3]  J. Ribas-Corbera and D. Neuhoff, “On the optimal motion vector accuracy for block-based motion-compensated video coders,” SPIE Digital Video Comp.: Alg. And Tech., pp. 302-314, San Jose, Jan-Feb. 96.


[4]  Michael Zeug, “Report of Ad Hoc Group on MPEG4 Low Delay Evaluations,” ISO/IEC Coding of Moving Pictures and Associated Audio JTC1/SC29/WG11 MPEG96/M1450, Maceio, Brazil, Nov. 96. 


[5]  Richard Fryer, “Delay Computation for H.263 Novel Algorithms Proposals,” RJF/ITU/Del/970416, April 16, 97.


[6]  A. Gersho and R.M. Gray, “Vector Quantization and Signal Compression,” Kluwer Academic Publishers, 1992.


[7]  K. Ramchandran, A. Ortega, and M. Vetterli, “Bit allocation for dependent quantization with applications to multiresolution and MPEG video coders,” IEEE Trans. on Circuits and Systems for Video Technology, Vol. 6, N. 1, pp. 12-10, Feb. 96.


[8]  S. Ryoo, J. Shin, and Y. Seo “Results of Core Experiment Q2: Improved Rate Control (Part A, B, and C),” ISO/IEC Coding of Moving Pictures and Associated Audio JTC1/SC29/WG11 MPEG96/M1997, Bristol, UK, Apr. 97.


[9]  A. Vetro and H. Sun, “Core Experiment Q2: Verification of Quantizer Control Tool,” ISO/IEC Coding of Moving Pictures and Associated Audio JTC1/SC29/WG11 MPEG96/M2111, Bristol, UK, Apr. 97.


[10] ITU-T/SG15, Video Codec Test Model, TMN 5, Telenor Research, Jan. 95


�






Test Name�
Video Sequence


name,  format,  frame rate�
Target Bit Rate (Kbps)�
TMN7 rc �
New rc�
�
coast112_c�
“coastguard”, CIF,  15 fps�
112 �
112.2�
112.1�
�
coast48�
“coastguard”, QCIF, 10 fps�
48 �
46.6�
48.0�
�
cont10�
“container”, QCIF, 7.5 fps�
10�
8.1�
9.1�
�
cont24�
“container”, QCIF, 10 fps�
24�
19.1�
23.9�
�
cont48�
“container”, QCIF, 10 fps�
48�
40.4�
48.1�
�
fmn112�
“foreman”,  QCIF, 10 fps�
112�
111.5�
112.1�
�
fmn112_c�
“foreman”,  CIF, 15 fps�
112�
110.9�
112.1�
�
fmn48�
“foreman”,  QCIF, 10 fps�
48�
47.8�
48.0�
�
fmn64�
“foreman”,  QCIF, 10 fps�
64�
64.1�
64.1�
�
hall10�
“hall”,    QCIF, 7.5 fps�
10�
9.6�
9.9�
�
hall24�
“hall”,    QCIF, 10 fps�
24�
22.2�
24.0�
�
hall48�
“hall”,    QCIF, 10 fps�
48�
44.5�
48.0�
�
mad10�
“mother &”,  QCIF, 7.5 fps�
10�
10.0�
10.0�
�
mad24�
“mother &”,  QCIF, 10 fps�
24�
24.1�
24.0�
�
mad48�
“mother &”,  QCIF, 10 fps�
48�
48.3�
48.0�
�
news112�
“news”,   QCIF, 10 fps�
112�
105.2�
112.1�
�
news112_c�
“news”,   CIF, 15 fps�
112�
108.1�
112.1�
�
news48�
“news”,   QCIF, 10 fps�
48�
44.7�
48.0�
�
news48_c�
“news”,   CIF, 7.5 fps�
48�
45.2�
48.1�
�
sil24�
“silent”,    QCIF, 10 fps�
24�
23.8�
24.0�
�
sil48�
“silent”,    QCIF, 10 fps�
48�
47.7�
48.0�
�
sil112�
“silent”,    QCIF, 10 fps�
112�
109.9�
112.1�
�
		


						Table 1


Description of the experiments: names, video data sources, formats, frame rate and target bit rate. Also, comparison of the bit rates achieved by TMN7’s rate control (TMN7 rc) and the new method (New  rc).


�






Test Name�
   Total 


 Frames�
 TMN7 rc


# Frames


   Skipped�
   New rc


# Frames


   Skipped�
�
coast112_c�
143�
9�
5�
�
coast48�
98�
0�
0�
�
cont10�
62�
1�
0�
�
cont24�
93�
0�
0�
�
cont48�
97�
0�
0�
�
fmn112�
99�
5�
0�
�
fmn112_c�
144�
25�
22�
�
fmn48�
97�
5�
0�
�
fmn64�
98�
5�
0�
�
hall10�
62�
0�
0�
�
hall24�
93�
0�
0�
�
hall48�
97�
0�
0�
�
mad10�
67�
6�
0�
�
mad24�
96�
8�
0�
�
mad48�
98�
8�
0�
�
news112�
99�
0�
0�
�
news112_c�
143�
0�
0�
�
news48�
96�
0�
0�
�
news48_c�
67�
1�
1�
�
sil24�
94�
5�
0�
�
sil48�
97�
4�
0�
�
sil112�
99�
5�
0�
�



					Table 2


Comparison of the number of frames skipped by TMN7’s rate control (TMN7 rc) and the new method (New rc). The total number of frames available for encoding is also shown. The first I frame and the frames skipped right after it are not counted, since rate control did not start until the first P frame was encoded. 


�






Test Name�
           TMN7 rc 


PSNR Y    (PSNR U,V)   dB�
             New rc 


PSNR Y    (PSNR U,V)   dB�
   Gain in 


PSNR Y  dB�
�
coast112_c�
26.39    (37.59, 39.88)�
26.36    (37.62, 39.56)�
  - 0.03 �
�
coast48�
29.15    (39.36, 41.19)�
29.24    (39.66, 41.42) �
  + 0.09�
�
cont10�
28.94    (36.74, 35.83)�
29.32    (36.96, 35.95)�
  + 0.38�
�
cont24�
31.69    (38.28, 37.44)�
32.40    (38.59, 37.83)�
  + 0.71�
�
cont48�
34.79    (40.12, 39.53)�
35.53    (40.71, 40.14)�
  + 0.74�
�
fmn112�
34.57    (39.70, 40.19)�
35.10    (39.68, 40.14)�
  + 0.53�
�
fmn112_c�
27.98    (35.56, 36.18)�
27.97    (35.51, 36.21)�
  - 0.01�
�
fmn48�
30.79    (37.30, 37.32)�
31.13    (37.22, 37.25)�
  + 0.34�
�
fmn64�
32.11    (38.05, 38.39)�
32.48    (37.98, 38.23)�
  + 0.37�
�
hall10�
30.61    (36.55, 39.43)�
30.67    (36.41, 39.46)�
  + 0.06�
�
hall24�
32.70    (37.22, 39.63)�
33.00    (37.31, 39.64)�
  + 0.30�
�
hall48�
36.14    (39.01, 40.92)�
36.76    (39.33, 41.30)�
  + 0.62�
�
mad10�
32.24    (38.58, 39.41)�
32.28    (38.27, 39.03)�
  + 0.04�
�
mad24�
34.83    (40.35, 41.08)�
35.02    (40.21, 40.81)�
  + 0.19�
�
mad48�
37.47    (42.41, 42.90)�
37.83    (42.36, 42.90)�
  + 0.36�
�
news112�
38.05    (41.29, 41.72)�
39.26    (41.99, 42.37)�
  + 1.21�
�
news112_c�
33.64    (38.00, 38.75)�
34.12    (37.58, 38.51)�
  + 0.48�
�
news48�
33.12    (37.63, 38.29)�
34.14    (37.54, 38.44)�
  + 1.02�
�
news48_c�
31.24    (36.27, 37.37)�
31.68    (35.81, 37.30)�
  + 0.44�
�
sil24�
30.84    (35.44, 36.95)�
30.89    (35.27, 36.76)�
  + 0.05�
�
sil48�
33.88    (37.68, 38.94)�
34.10    (37.66, 38.90)�
  + 0.22�
�
sil112�
38.38    (41.43, 42.21)�
39.30    (41.85, 42.58)�
  + 0.92�
�



				Table 3


Comparison of the averaged PSNR of the encoded video sequences between TMN7’s rate control (TMN7 rc) and our new method (New rc). The right-most column indicates the gain achieved by our method in luminance PSNR. 


�



FIG 1-22 Comparison of the number of bits in the encoder buffer W(j) when our rate control (solid line) and TMN7’s (dashed line) are used. The straight, dotted line indicates the value of M, the threshold used for frame skipping.  If  W(j) is close to the dotted line, the buffer delay W(j)/R is close to one frame interval. If W(j) is close to 0, the buffer delay is close to 0 sec. If there are more than M bits in the buffer, both rate control schemes skip frames until the buffer fullness is below M. For example, in Fig. 6 the number of bits W(j) in the buffer for TMN7’s rate control (dashed line) reaches M (dotted line) 5 times, which indicates that 5 frames are skipped in the encoder.
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�
Fig. 23-29. Comparion of the number of bits per frame used by TMN7’s rate control (dashed line) and our new method (solid line) for a few of the experiments. The number of bits for the first I frame is not included in the plots. The dotted line indicates the target average bits per frame R/F (R is the channel or target bit rate and F is the frame rate). 
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