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Introduction


Background


At the Study Group 15 meeting in Nice the H.263L subgroup agreed that a uniform definition of delay, as applied to codec/channel combinations, is required for comparison of proposals.  It was recognised that definition of delay, given the wide variety of potential algorithm proposals, is very difficult and that no satisfactory definition has been achieved through past efforts.  Given the importance of this measure it was agreed that there should be a further attempt made by discussions on the reflector with the intent of developing a working definition in time for the Portland meeting of June 24-27, 1997.  


There having been little discussion of this issue on the reflector, despite an early version of this document having been distributed, a model is proposed here for discussion and, if appropriate, adoption into the common conditions.


Sources of Delay


In this document delay is attributed to three sources :


Encoder Delay	DE


Channel Delay	DC


Decoder Delay	DD


For these 


Encoder Delay is composed of Encoder Processing Time, DEP, and Encoder Wait Time, DEW 


Channel Delay is composed of Throughput Delay, DCT, and Channel Buffer Delay, DCB


Decoder Delay is composed of Decoder Wait for Data, DDW, and Decoder Wait for Display, DDD


Each of these components is explained below.  They are critically dependent on the  inter-frame reference strategy adopted.


Domains of Application


In document LBC-97-051 it is argued that the definition of delay, and its importance, is dependent upon the intended domain of application.  The document identified three generic applications areas :


Capture/Encode/Forward/Decode/Display [CEFDD] such as real-time videophone


Capture/Encode/Store/Forward/Decode/Display [CESFDD] such as video-on-demand


Capture/Encode/Store/Forward/Store/Decode/Display [CESFSDD] such as video-email


Of these the first is most demanding and forms the basis of the principal analysis reported here.  The other two are, in delay terms, subsets of the first.  They are examined later in the document.


The CEFDD Generic Applications Area


Inter-Frame Reference Strategy


Both DE and DD are strongly influenced by the encoding strategy, specifically by the use of backward prediction.  Where backward prediction is used a delay is introduced for certain frames before information from later frame(s) necessary for encoding of the earlier frame is available.  This means that frames delivered to the encoder for compression must be buffered until the reference frame is received and encoded.  Similar considerations apply at the decoder.


Encoder Delay


Encoder Processing Time DEP


Thus far it has been the practice both for SG15 [now Q15] and MPEG4 to assume that DEP is zero.  Since many aspects of codec delay are implementation dependent this assumption would at first sight seem to be reasonable since it removes variability due to non-quantifiable issues and ‘levels the playing field’ for proposals.  It may not be realistic however, for reasons set out below.


For real-time applications DEP must on average be less than or equal to the average inter-encoded-frame interval.  Dependent upon algorithm complexity this constraint determines whether hardware assist will be necessary for products based on the proposal.  Where dedicated silicon implementations are envisaged the processing time component DEP of DE may possibly legitimately be approximated by zero.  Probably even for dedicated silicon the complexity of an algorithm might make the assumption unrealistic.   For software-only implementations it is definitely not reasonable and a finite DEP ought to be assumed.  It is also inappropriate for any algorithm which delivers the compressed version of the frame in two or more sections, for instance as part of a strategy to minimise overall delay, to assume zero processing time.


The actual processing time that should be assumed remains difficult to quantify since it is heavily dependent on the nature of the algorithm and the assumed technology for implementation.  What is required of a model, therefore, is that as wide a range of possible times be accommodated without introducing unnecessary complexity.


	


	I therefore propose that we adopt as an initial working definition of DEP(m), the encoder processing time associated with frame m, the following


		DEP(m)	(	(.(.[B(m)/R](	


		where 	( ( 0	is a scaling constant to be specified explicitly by the proposer


				( 	is the inter-frame interval of the source sequence to provide an 						unambiguous time reference


				( ( 0	is a scaling constant to be specified explicitly by the proposer


				B(p)	is the bit allocation to frame p


			and	R	is the nominal channel bitrate to provide an unambiguous bitrate 					reference


This form of expression is proposed to permit the following variability of assumed processor delay.


if  ( = 0 then DEP(m) becomes zero, the current usual assumption


for (>0 the processing time is proportional to ( modified by a term dependent on the frame bit allocation and channel bitrate


for ( = 0 the dependency on the bit allocation to the frame is removed and the processing time becomes a constant set by ( and (


for ( = 1 the processing time is proportional to the bit allocation to the frame.  Other values for ( allow this dependency to be modified if necessary.


Encoder Wait Time DEW


Consider an ordered set consisting of source-sequence frames { … l .…. m ….. n … } selected for encoding where the encoding of frames other than n depends at least in part on frame n and/or its encoding and l is the earliest such frame.  m is an intermediate frame between l and n.  Since the encoder delay, DE , for m contains the interval between reception of m and the reception of n then it necessarily and irreducibly has a component of magnitude order  {tS(n) - tS(m)} where tS(x) is the time of reception of the source frame corresponding to encoded frame x by the encoder.  This is the initial delay component DEWinit.  Where forward prediction is the only mechanism utilised then DEWinit in principle drops to zero. 


	


	Thus	DEWinit(m,n)  	=	T(m,n)	(	(tS(n) - tS(m))	n > m


					= 	0	otherwise


		n being the latest encoded input frame on which the encoding of frame m 			depends.


This is not the sole component of DEW however.  Consider the case where frame n has just been received.  It is now necessary, not only to encode n, but also to encode all the frames from l up to that immediately preceding m in the encoded sequence before the encoding of m can commence �.  This is a component of DE which may be called DEWfin.





	Thus	DEWfin(m,n)  	=	DEP(n)  +   (i=l to m-1 DEP(i)





Total Encoder Delay, DE 


	


	Thus, in general,


			DE (m)	= 	DEP(m) + DEWinit(m) + DEWfin(m)


				=	DEWinit(m,n)  + DEP(n)  +   (i=l to m DEP(i)	n > m


				=	DEP(n)   otherwise (m=n or m does not use backwards prediction)





If ( is assumed to be zero, the usual assumption, this reverts to


DE (m)	= DEWinit	(m,n)	for	n  > m


	= 0		otherwise (m = n or m does not use backwards prediction)


In this case the time of delivery of all of the frames dependent upon n to the channel buffer will be the same.  The time taken to write the encoding of a frame into the channel buffer may be assumed to be zero, but there may be implications for the size of the channel input buffer to be taken account of.


Channel Delay


Discussion


This is the delay value normally quoted for a codec. As a general principle, the channel delay associated with a specific frame cannot be less than the ratio of the bit allocation to that frame divided by the channel bitrate.


Cumulative delay is due to differences between the rate of delivery of encoded bits to the channel input buffer by the encoder, and the rate of removal of bits from the buffer by the channel.  If the buffer empties then the data-stream must, notionally or actually, be padded with non-information bearing bits until the encoder can deliver a further set of data bits.  Since these non-information bearing bits must be counted as part of the bitstream they represent an encoder overhead.  They will therefore be a source of cumulative delay if their presence is not taken account of.  


In general terms the cumulative channel delay will tend to increase during periods when the rate of  data-stream augmentation exceeds the channel bitrate and will tend to decrease when the rate of  augmentation drops below the channel bitrate.


Thus, the channel delay will be the sum of two components


The throughput delay which is governed by the bit allocation for the frame and the channel bitrate.  This is DCT and must be a positive finite value


The buffer delay due to the presence, in the channel input buffer when an encoded frame is delivered, of data from previous frames.  This is DCB.  It may be zero but may not be negative.


The effect of non-information bearing bits is implicitly accounted for by encoder delays which cause the channel buffer to empty.


Channel Throughput Delay DCT


	This may be simply defined as


			DCT(m)  	(  B(m)/R


	where	B(p) is the bit allocation to frame p


	and	R is the channel bitrate





Channel Buffer Delay DCB


This delay is due to the prior contents of the channel input buffer.  





	Thus	DCB(m) 	= 	(Cprev - R.Tinc)/R	if positive


				= 	0	otherwise


	where	Cprev is the number of bits in the buffer following the last deposit of an encoded  								frame


			Tinc  is the time elapsed since the last deposit of an encoded frame


	and	R  is the channel bitrate





Decoder delay


Discussion


The encoded data stream, which includes portions representing the encodings of frames m and n, must be decoded and presented to the display.  


For backward prediction, and on the assumption that all bits of the encoding need to be received before (instantaneous) decoding of a frame, the encodings of both m and n must be received before m can be decoded.  At this point both m and n are available for display.  Minimum delay is achieved where n is displayed immediately and m is discarded, but this is strategy is unacceptable since the encoding of m is thereby rendered redundant.  Thus, if m precedes n in the data stream, m is displayed at the time of final receipt of n and n at some future time; if n precedes m them m may be displayed at its time of receipt with n buffered for later display.


This principle can be extended for the case that m((n-1) when more than two decoded frames will ‘simultaneously’ become available at the output of the decoder.  


The Effective Decoder Delay Case 1 : The transmitted frame order is the source order


This is the situation where m precedes n in the data-stream.  In this case the encoded version of m must be buffered by the decoder until n is received.  There will therefore be a finite delay, DDW(m), associated with the frame, which will be a function of the bits allocated to m, n and all intervening encoded frames.  On receipt of n then both m and n (together with any other already received frames dependent on n) may be decoded simultaneously.  m may be decoded and (provided there are no earlier frames dependent on n buffered in the decoder) be displayed immediately, n and any intervening frames between m and n being buffered on the decoder output for later display.  This display delay is DDD.  There are policy decisions associated with the computation of DDD , due to the adopted inter-frame interval, which make the decoder delay difficult to generalise for this case.


The Effective Decoder Delay Case 2 : The transmitted order has n sent first


It is the general practice, as a delay minimisation strategy, to place the encoding of n into the data-stream before the encodings of m or of any other frames that depend on n.  This has immediate and spectacular beneficial effect on delay.


In fact, since on receipt of m all the data required to decode m is already in the decoder then m may be decoded and displayed immediately, i.e. the decoder delay associated with m is zero.  This is true also of all other frames preceding n and dependent on it, on the assumption that the ordering of those frames is the same as in the source sequence �.


The decoder delay for frame n is more ambiguous.  DDW(n) is certainly zero.  There is equally certainly a component of DDD(n) due to the interval between receipt of the last bit of the encoding of n from the channel and the placing on the display of the decoded frame that immediately precedes n in the encoded sequence.  However there must be an additional non-zero component of DDD(n) since the placing of n on the display after this encoded delay would simply immediately overwrite the preceding frame.


There are, among the many possibilities, three that could be used to approximate this additional delay (.  These are


(  the source sequence inter-frame interval.  


The delay predicted by the bit allocation to n  = B(n)/R


The source sequence interval between n and the preceding encoded frame


For a source sequence acquired or available at full frame rate then instance 1 above is probably the minimum practical value.  Instance 2 is arbitrary and may have unnecessary onward implications for delay in subsequent frames if the bit allocation to n is large.  Instance 3 has the advantage that the local presentation rate of frames at the display corresponds to the rate of those frames in the source sequence; it maintains the delay constant and is possibly the option that should be preferred.  It would certainly appear that it supplies a reasonable upper limit to this delay.


The decoder delay may thus be defined as


DD(x) 	(	0			for x not the reference frame n


		=	(tD(nprev) - tD(n)) + (	otherwise


where	tD(p)  is the time of reception of the last bit of the encoding of frame p by the decoder


	nprev  is the encoded frame that most closely precedes n in the source sequence


and 	(  is the additional delay noted above


The precise specification of ( should be left to the proposer who may have particular reasons, within the special context of their own codec, for preferring a non-standard definition.  In each case a proposer should be required to state explicitly the value being used for ( and to use that value in sequences presented for subjective viewing.


Since it is unlikely that any codec would adopt a frame ordering strategy that does not minimise the consequent delay the decoder delay may be defined as follows





	


	For the set  {x1, …, xr, n} of frames including the reference frame n and those frames which are backwards referenced from n  


			DD(xi) 	(	0		for xi  (  n


				=	(tD(xr) - tD(n)) + (		otherwise


	where	tD(x) is the time of reception of the last bit of the encoding of x by the decoder


			xr is the encoded frame immediately preceding n in display order


	and 	( ( ( (  (ts(n) - ts(xr))   is the additional delay noted above





Note that, in the above, tD(xr) is not capable of explicit prediction since it depends upon whether the channel becomes empty for some period between deposit of the bits corresponding to n into the channel buffer and of those corresponding to xr . tD(xr) will be known when computing the value of DD(n) however, so allowing evaluation of the expression.


Total Effective Delay


The total effective delay is the sum of all the constituent delays identified above


i.e.	D = DE + DC + DD


The evaluation of this expression depends upon the circumstances of the codec


Forward prediction only


	CEFDD (forward prediction only)


			D(p)  	=  	(.(.[B(p)/R](  +  B(p)/R  +  M{Cprev -R.Tinc)/R}


	where	M{f}	=	f	f  > 0


				=	0	otherwise


	and the other values and functions have their previous meanings


Backward prediction included


Within the set of frames {x1, …, xr, n} with the previous definition


CEFDD (backward prediction included)


		D(p)	= M{tS(n) - tS(p)} + (.(.[B(n)/R]( + (.(.(i =1 to j [B(xi)/R]( 


				+ B(p)/R + M{(Cprev - R.Tinc)/R}	for p = xj ( n





			= (.(.[B(p)/R]( + B(p)/R + M{(Cprev - R.Tinc)/R}+ (tD(xr) - tD(p)) + (								otherwise (i.e.  p=n)


		where xr is the frame immediately preceding p in the encoded bitstream


		


For portions of the data stream that do not involve backward prediction the delay characteristics revert to the ‘forward prediction only’ expressions.


The CESFDD Generic Application Area


Inter-frame Reference Strategy


Since the objective of this application area is decode/display on receipt of the bitstream it may safely be assumed that the inter-frame reference strategy will be the same as that for CEFDD.


Total Effective Delay


Since compression for this application area is effectively off-line the Encoder Delay can be taken to be zero.  Moreover the channel can be assumed to be fed at the maximum rate that it can accept though without maintaining a finite content in the channel input buffer, i.e. that Channel Delay is solely a function of the bit allocation per frame.  Decoder Delay is unchanged.  Thus the effective delay for this application domain will fluctuate according to the bit allocations for individual frames.  Given that compression and transmission are decoupled, and on the assumption that the channel matches the mean output bandwidth of the encoder, the decoder could buffer its output to maintain constant delay.  For this application domain such a situation is almost indistinguishable from no delay.


For the situation where the delay is governed purely by the bit allocations to frames


CESFDD (forward prediction only)


			D(p)  	=  	B(p)/R  


			where the symbols have their previous meanings	








CESFDD (backward prediction included)


			D(p)	= 	B(p)/R			for p ( n


				= 	B(p)/R + (tD(pr) - tD(p)) + (		otherwise


	where	pr is the frame immediately preceding p in the encoded bitstream


		


The CESFSDD Generic Application Area


In this application area the Encoder Delay may be assumed to be zero for the same reasons as for CESFDD.  Additionally, since decode is ‘on demand’ at the receiver the  decoded frames can be buffered within the decoder and delivered with a true [i.e. source sequence] inter-frame interval.  In this case the concept of delay becomes meaningless and  its nominal value be assumed to be zero.  i.e.


CESFSDD (backward and forward prediction)


		D(p)	=       0	(  p 





Discussion


The outcome of this document is threefold :


To demonstrate that the delay characteristics of a codec are dominated both by the channel bitrate and the inter-frame encoding strategy


To present explicit means by which the effects of both may be computed in the determination of a total effective delay on a frame-by-frame basis


To demonstrate how the total effective delay must be considered in the context of the generic applications area on which the codec is targeted.


It is strongly recommended as the basis for discussion with a view to moving towards an agreed delay model during the June meeting.


� Strictly this makes an implicit assumption that frames l … m will be transmitted in source sequence order.  There may be strategies where this assumption would be violated in which case the expression for DEWfin fails.  However the derivation of this expression demonstrates the underlying principle and an equivalent expression for any other strategy should not be difficult to create.


� There is no obvious advantage to be gained by transmitting frames preceding and dependent on n in other than source-sequence order unless there are additional backwards prediction relationships between them.
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