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Goals


Contributions LBC-97-041 and LBC-97-042 together define a proposed mechanism for multilink operation using H.324.  This mechanism is intended to allow H.324 endpoints to operate over an aggregate of independent communication channels.  The proposed mechanism has been defined to accommodate the following goals:


The ability to use the same protocol for multilink operation over GSTN and ISDN


The ability to fully interoperate with the single channel H.324 and H.324/I endpoints


The ability to aggregate over a large number of independent channels


The ability to aggregate over channels of arbitrary bit-rate


The ability to aggregate over channels of differing bit-rate


The ability to aggregate over channels of continuously varying bit-rate


The ability to accommodate unidirectional or bi-directional channels


The addition of minimal overhead


The addition of minimal end-to-end latency


The ability to add or drop channels at any time


The ability to begin and end use of the channel aggregation protocol at any time


Independence from channel order


No need for a priori knowledge that channel aggregation is to be used


Low implementation complexity


Scope


The proposed mechanism for multilink operation is intended to augment H.324.  The proposal includes the following additions and changes:


The overall operation is proposed to be defined in a new Annex to H.324.  The text of the proposed Annex is included in LBC-97-042


The proposed mechanism requires new messages be added to H.245.  These proposed additions are also described in LBC-97-042


The ability to coordinate the setup of multiple GSTN channels requires an addition to V.8bis.  These proposed additions are also described in LBC-97-042


The ability to coordinate the setup of multiple ISDN channels requires explicit support in H.DISPATCH.  The current draft of H.DISPATCH includes this support.


The channel aggregation protocol itself is proposed to be a separate recommendation, tentatively referred to as H.MULTILINK.  This is because, as currently defined, H.MULTILINK is a generic channel aggregation protocol, independent from H.324, which could be used by other ITU-T protocols for multilink operation.  A proposed draft of H.MULTILINK is contained in LBC-97-041.


Overview of H.MULTILINK


Operation of Existing Channel Aggregation Protocols


Existing channel aggregation protocols use either a synchronous approach, distributing data over multiple channels in a fixed pattern (e.g., BONDING and H.221), or a packet oriented approach, distributing data over multiple channels on a packet-by-packet basis (e.g., the PPP multilink protocol).


Synchronous channel aggregation protocols operate by fixing the pattern in which units of data are distributed to each channel.  Since the pattern is fixed (for a given channel count), there is no overhead needed to assure that the transmitter and receiver can uniquely determine which units of data are to travel over which channel.  Since there is no overhead, the units of distributed data may be arbitrarily small, resulting in little latency added by the channel aggregation protocol.  As a result, synchronous protocols can simultaneously achieve both low latency and low overhead.  However, because the distribution pattern is fixed synchronous channel aggregation protocols cannot operate on channels of arbitrary, differing, or time-varying bit-rate.


Packet oriented channel aggregation protocols can use channels of arbitrary, differing, and time-varying bit-rates, but cannot simultaneously provide very low latency as well as very low overhead.  In a packet oriented channel aggregation protocol, data is divided into fixed or variable length packets and each packet is transmitted on one of the channels over which the aggregation is being performed.  The transmitter typically chooses to send a packet on the channel whose transmit queue is least full – allowing it to proportionally distribute packets on all channels regardless of their rate.  With each packet, the transmitter must include a header to delineate packet boundaries and identify the original order of the packets so that the receiver can reconstruct the original data stream (typically the header includes other information as well).  The overhead of a packet oriented channel aggregation protocol is inversely proportional to the size of the packets – the smaller the packet, the larger percentage the header overhead contributes to the total rate.  The latency of transmission, however, is proportional the size of the packets – the larger the packet, the greater the latency introduced by the channel aggregation protocol.  This results in an unavoidable trade-off between latency and overhead in a packet based channel aggregation protocol.


Operation of H.MULTILINK


H.MULTILINK provides the flexibility of the packet oriented approach while allowing simultaneous low latency and low overhead like the synchronous approach.  This is accomplished in the following way:


Like the synchronous approach, the units of data are distributed among channels without any headers to delineate each unit or to indicate their order.  By avoiding the need for headers, the size of the distributed data units can be arbitrarily small – minimizing latency while adding no additional overhead.


Unlike the synchronous approach, however, the distribution pattern is not fixed, but can vary as needed to accommodate any arbitrary set of channel rates, including rates which change over time.  The distribution pattern is determined by a rule – the Channel Reference Model – that is applied by both the transmitter and receiver to determine which channel each successive unit of data is to travel over.


Similar to the packet based approach, the Channel Reference Model chooses to send each unit of data over the channel whose transmit queue is judged to be least full.  Like the packet based approach, this allows the channel rates to be completely arbitrary while distributing data over all channels in proportion to their rate.


Unlike the packet based approach, however, the judgment of queue fullness is not based on the actual content of the transmit queues, but is based on the Channel Reference Model, which models these queues based on estimates of the relative rates of each channel.  By using an indirect model of the transmit queues, the model can be communicated to the receiver.  Thus, the transmitter and the receiver make the identical judgment on which channel each unit of data travels over.  The receiver can therefore deterministically reconstruct the original data stream without requiring headers to be sent to explicitly delineate and identify the order of the data units.


Since the Channel Reference Model is explicitly communicated to the receiver, it can be changed as often as necessary.  Typically this would be required whenever the channel rates change, or when inaccuracies between the actual and modeled channel queues become sufficiently large.


Changes in the Channel Reference Model are communicated by interrupting the normal distribution of data and sending the new model information on each channel.  This interruption is made possible by using HDLC-like transparency control on the data.  A flag pattern, which cannot appear anywhere else in the data, unambiguously marks the beginning of transmission of a new Channel Reference Model.


Each new Channel Reference Model is communicated using a simple set of information that includes a unique identifier of each channel (the Channel Tag), and the relative proportion of data to be carried over each channel (the Channel Proportion).  A simple algorithm defined in H.MULTILINK makes use of this information to deterministically compute which channel each unit of data is to travel over.


The overhead added by this protocol is the limited to that introduced by the transparency control mechanism and transmission of new Channel Reference Models.  Transparency control overhead can be kept very small by using a sufficiently large flag.  The overhead due to model updates can be kept very low since these updates will typically be needed infrequently.


The H.MULTILINK Protocol


H.MULTILINK acts as an additional protocol layer inserted below any protocol that would normally transmit data over a single data channel.  The interface from the higher layer protocol is a stream of bits, emulating a synchronous serial channel.


The channel aggregation operation divides the input data stream into Samples of 8 bits each.  Each sample is transmitted on one of the available Channels.  The channel aggregation operation can proportionally distribute Samples among all available Channels — accounting for their relative data rates.


In order to reconstruct the original data stream at the receiver, the receiver must be able to determine which Samples were placed on which Channel.  This is done by means of a Channel Reference Model that operates in synchrony at both the transmitter and receiver.  The Channel Reference Model is a finite state machine that, for each data Sample, specifies which Channel that sample should be transmitted on.


For the Channel Reference Model to operate effectively, it must depend on the relative rates of all Channels in use.  If the relative rates vary (or if the estimate of the relative rates vary) or if the number of Channels in use changes the model must be updated with this new information.  The Channel Reference Model is updated by transmission of overhead information.


A portion of the input data stream over which the Channel Reference Model operates autonomously without any updates is called a Data Set (see � REF _Ref373819279 \* MERGEFORMAT �Figure 1�).  A Data Set may be of arbitrary length — a Data Set continues indefinitely until another Data Set begins in its place.


The beginning of a Data Set is marked by transmission of a Header Set.  A Header Set consists of a Header transmitted on each Channel to be used for this Data Set (the set of all Channels to be used by a Data Set is referred to as its Channel Set).  The Header Set includes all of the information needed to synchronize the Channel Reference Models at the transmitter and receiver for the duration of the Data Set.


A Data Set may continue as long as the current Channel Reference Model accurately reflects the actual rates of the Channels in use (new Data Sets should also be started periodically to avoid significant error propagation).


� EMBED PowerPoint.Slide.7  ���


Figure � SEQ Figure \* ARABIC �1� – Transmission of channel aggregated data


The beginning of a Header is marked by a FLAG, which is an HDLC-like flag pattern.  Unlike HDLC, it is 16 bits in length:  0111111111111110.  Since transparency control prevents flag emulation within the data itself, the FLAG can be used as an “escape” to indicate the interruption of the data with a new Header.


The primary reason for defining the FLAG to be longer than the standard HDLC 8-bit flag length is to make it easier to integrate into HDLC-based upper layer protocols such as H.223.  Since H.223 uses HDLC framing and transparency control, sequences of 7 or more one bits cannot occur.  Therefore the H.MULTILINK flag cannot be occur in an H.223 transmit stream.  As a result, it is simple to transition from using raw H.223 on a single channel to using H.223 over H.MULTILINK with no ambiguity as to where the first H.MULTILINK Header begins.


The Header includes a CONTROL octet that indicates whether or not each of the optional parameters in the Header is present (and in some cases, the number of bits, if present).  Each Header also normally includes a SEQUENCE NUMBER which allows a receiver to determine which Headers are part of the same Header Set across all channels, a CHANNEL TAG containing a unique identifier for each Header in a Header Set, and a CHANNEL PROPORTION which indicates the relative rate at which data is to be transmitted over the Channel corresponding to a given Header.  The later two parameters are used by the Channel Reference Model to determine the allocation of data between Channels for the corresponding Data Set. 


In addition, the Header may also include an optional DATA CRC.  H.MULTILINK does not define the use of this parameter, but a receiver may find it useful in measuring the error rate of each channel.  All Headers include a HEADER CRC which allows detection of errors within the Header itself.


Important note – processing of data by this protocol is intended to be done continuously as new data is supplied.  It is not intended that a transmitter or receiver wait for an entire Data Set to arrive prior to processing the data.


Comparison with BONDING and H.221


BONDING [1] and H.221 [2] both define synchronous channel aggregation protocols.  While these protocols provide low latency and low overhead, most of the other goals listed in Section � REF _Ref380499517 \n �1� are not met by these protocols.  The number of Channels that they can accommodate is relatively limited (6 in the case of H.221, and 63 in the case of BONDING).  Neither protocol can support Channel rates other than multiples of 56 or 64 kbps, and neither can support Channel rates which differ from each other nor vary continuously.  Both protocols are sensitive to the order of Channels, and neither allow Channels to be arbitrarily removed.  Both protocols are also rather complex to implement.


Both BONDING and H.221 do have one characteristic not shared by H.MULTILINK: for Channels that have constant bit rates, the effective bit rate provided to the upper layer protocol is constant.  H.MULTILINK does not assure a fixed bit rate under these conditions.


Comparison with PPP Multilink Protocol 


The PPP multilink protocol [3] is a packet based channel aggregation protocol.  The PPP multilink protocol is an adaptation of the PPP protocol typically used for carrying IP over POTS or ISDN lines.  The PPP multilink protocol allows PPP frames to be distributed among multiple channels by the addition of a sequence number in the frame header.  In its most recently proposed form [4], it also allows individual frames to be broken up into segments, where segments from a single frame may be distributed among separate channels.  In either case, each segment includes a full PPP header plus a sequence number as well as segmentation information if a frame is segmented.


This approach is very flexible and accommodates most of the goals stated in Section � REF _Ref380499517 \n �1�.  However, because the distribution among channels is on a frame-by-frame basis, there is an unavoidable trade-off between the latency and the overhead.  The goals of low latency and low overhead cannot be reached simultaneously — at least not at relatively low bit rates.


Note – if operating at very high bit rates where the tradeoff between latency and overhead is potentially less important, the simplicity of this packet-based approach is attractive.  For a system not concerned with optimizing overhead and/or delay, it is possible to use H.MULTILINK in a manner nearly as simple.  This can be done by using Channel Set size of one for all Data Sets.  In this case, both the CHANNEL TAG and CHANNEL PROPORTION parameters may be omitted from the Header and the protocol acts virtually the same as a packet based channel aggregator.


Multilink Operation for H.324


Multilink operation for H.324 begins by bringing up an ordinary H.324 (or H.324/I) connection on a single channel.  


Capabilities Exchange


The proposed capability exchange mechanism in H.245 allows each endpoint in a connection to determine if the other is supports multilink operation or not.


In addition to the basic capability information, the capability exchange mechanism allows each endpoint to be informed of the maximum number of additional channels that the other endpoint is capable of connecting.


Phone Number Exchange


The called endpoint may also, as part of the capability exchange procedure, provide the caller with a list of phone numbers needed for the caller to establish additional physical connections.  The use of this mechanism is strongly suggested whenever possible since it allows the multilink connection to be established without requiring the end-user to have any knowledge of the phone numbers of the additional connections.


The proposed format for exchanging phone numbers involves sending only the least significant portion of each phone number – up to and including the most significant digit that is different from the phone number on the initially established connection.


The motivation for this format is to allow the phone number exchange to operate independent from variations in the dialing schemes used in different locations.  For each additional connection, the caller generates the actual number to dial starting with the number used to dial the initial connection and replacing only the digits that were received from the called site for that connection.  Since, by definition, the initial connection was established correctly, the digits that are not replaced are very likely to be correct for the additional connections as well.  Since the most significant digits of a phone number typically vary depending on location, there is no way for the called site to provide the most significant digits that the caller should use.  By using the proposed approach instead, the most significant digits that are used are ones that are already known by the caller to be correct.


Adding Physical Connections


At any time during a call, either site may decide to establish additional physical connections for multilink operation.  Typically, the site that established the initial connection would also be the site that would initiate the additional connections, but this is not a requirement.


Prior to establishing any additional physical connections, the initiating site must request a call association number from the called site using the proposed extension to H.245.  The call association number is a 32-bit random number.  When additional connections are established, the called site compares this number with the number provided over each new connection by the caller (as described below) to ensure that the new connection is part of the same call.


At any time an endpoint (typically the called endpoint) may request via the proposed extension to H.245 that the other endpoint add connections.


Use of V.8bis and H.DISPATCH


For each physical connection that is established, the proposed extension to V.8bis or H.DISPATCH are used for GSTN and ISDN, respectively, to negotiate the use of the channel as an additional channel as part of an existing multilink call (V.DISPATCH may replace the need for V.8bis to perform this task in the future).


When a connection is established, if an endpoint is limited to establishing an additional connection as part of an existing call, it would indicate using V.8bis or H.DISPATCH to indicate that it has only the capability of H.MULTILINK, and would not signal H.324, or any other capabilities.  This indicates that the endpoint is not capable of accepting another call from a distinct endpoint, but is only capable of accepting additional connections to an existing call.  This would typically be the case in a basic terminal which is already engaged in a call using some subset of its channels.


If, on the other hand, an endpoint was capable of accepting either a connection to a separate endpoint or an additional connection to an existing endpoint (for example in an MCU), it could indicate H.MULTILINK capability as well as other capabilities such as H.324.


When the initiator of a connection switches into the appropriate mode using V.8bis or H.DISPATCH, they must include as part of the mode selection command the channel association parameter which had previously been received over the initial connection using H.245.  The channel association parameter allows the called endpoint to verify that the new connection is in fact part of the previously established call.


Note that since V.8bis is an integral part of establishing multilink operation for H.324, V.8bis becomes a required component for this mode, unlike basic H.324 which allows the use of V.8.


Switching into H.MULTILINK


Any time after it is determined that both endpoints in a call are capable of multilink operation, the endpoints may initiate the transition to multilink operation.  Each endpoint may initiate the switch of its transmit data stream to H.MULTILINK independently.  This switch may occur before or after any additional physical connections are established (if it is before other physical connections are established, all data must, of course, be sent on a single channel until additional channels are added).


The switch into H.MULTILINK operation involves a request sent by the transmitter using the proposed extension to H.245, followed by an acknowledgment that the receiver must provide prior to the switch taking place.  Once the acknowledgment has been received, the transmitter may begin using H.MULTILINK anytime thereafter.  Since the H.MULTILINK headers are clearly distinct from H.223 headers, the reception of the first H.MULTILINK header signals the beginning of H.MULTILINK operation.


At any time, an endpoint may switch out of using H.MULTILINK using a similar procedure.  First, the H.MULTILINK protocol must begin sending data over a single channel only.  Once this is done, a request and corresponding acknowledgment indicates to the receiver that all subsequent data (until H.MULTILINK is turned on again) will continue on only that channel and that no more H.MULTILINK headers are to be expected.


Removing Physical Connections


At any time, an endpoint may remove physical connections.  Note that the initially established connection may be removed just like any other connection – if one or more connections remain, the call can continue.


At any time an endpoint (typically the called endpoint) may request via the proposed extension to H.245 that the other endpoint remove connections.  It also allows an endpoint that intends to remove a connection on its own initiative to notify the other endpoint that is will do so.


If a connection is removed intentionally, the endpoints should stop the use of the channel to be removed prior to removing the connection.  If a connection is removed accidentally, procedures in H.MULTILINK define how to re-establish operation over the remaining connections.  In the later case, some data will be lost.


Additional Aspects of Operation


Negotiation of Minimum Data Set Rate


Procedures in the proposed extension to H.245 allow endpoints to negotiate the use of a minimum rate at new data sets are initiated in H.MULTILINK.  Nominally, this rate is at the discretion of each transmitter.  A receiver may request a certain minimum rate be used by the transmitter.  If acknowledged, the receiver can be certain that new data sets will begin at least as often as this rate requires.


The use of this knowledge can be twofold.  First, the receiver may use rely on the periodic reception of H.MULTILINK headers as a means to ensure that the channel is still in operation.  Without explicitly knowledge of a minimum rate, a receiver cannot determine how long it should wait before it considers the channel to be corrupted.  The receiver may also wish to ensure a minimum rate for transmission of new data sets in order to ensure a bound on error propagation.


Optional Data CRC


In H.MULTILINK, a transmitter may include an optional CRC on the data (as opposed to the required CRC which only covers the header).  While the use of this parameter is not defined in H.MULTILINK, it may be used by a receiver to measure the error rate of a particular channel.


The proposed extension to H.245 allows a receiver to indicate its desire for the transmitter to include this optional CRC parameter.


Optional Excessive Error Indication


If a receiver detects excessive errors over a particular channel (due to receiving an excessive number of corrupted headers, a failure to receive headers at the negotiated minimum rate, or via the optional data CRC), it may use the proposed extension to H.245 to signal to the transmitter that excessive errors are being received over that channel.  The transmitter may at that point take any action that it determines to be appropriate.  For example, it may decide to stop using the connection, but leave it physically intact, remove the connection entirely, or reduce the rate of the connection in hopes of reducing the error rate.


Alternatively, a receiver detecting excessive errors on a channel may simply decide to remove the connection itself, or request that the other endpoint remove the connection.
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