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1 Introduction


A core experiment with the aim to evaluate the robustness to bit errors of a FLC and based on the tool for generating error resilient FLCs (LBC-96-082) has been defined in this group earlier (LBC-96-020).


One reason for not accepting the FLC at that point in time was the question whether something similar could be done for the VLCs. Now we know that work is going on with different types of VLCs.





I think that each error resilient method should be judged from its own merits and since the FLC and the VLCs are independent I find it reasonable to propose a separate core experiment for the FLC only. 





A similar core experiment is defined in MPEG-4 (E3.d).





An error robust FLC can be designed for single errors if the data to be coded has a peaky distribution.  The basic idea is that codewords with hamming distance equal to one shall be placed as close together as possible in the FLC table.   This feature is maximized for the most probable codewords, at the expense of  the less probable codewords.  The effect is that the most probable data is less sensitive to a single bit error  than the less probable data.  The effectiveness of this robust FLC designed is dependent on the shape of the data’s distribution (i.e., if the distribution has a sharp peak or not).





In the Encoder and Decoder:





static int


     dc_index [256],


     dc_table  [256] = {
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1Contact person: Göran Bång        Email: goran.bang@era-t.ericsson.se





In the Encoder:





	index  = dc_table[Intra_DC];


	Transmit 'index' with 8 bits;





In the Decoder:





	for ( i=0 ; i<256 ; i++ ) dc_index[dc_table[i]] = i;


	Receive 'index' with 8 bits;


	if ( index ==   0 ) index =  72;


	if ( index == 128 ) index = 200;


	Intra_DC = dc_index[index];








Note: If an erroneous Intra-DC byte has a non-allowed value (0 or 128), then a predetermined methodology is required for decoding. The preferred way is to assume that the erroneous value was generated in the decoder by a single bit error. Averaging over all possible single errors provides the above decoder procedure.








2 Test Conditions:   


Since this tool is only effective on intra coded DC coefficients the test conditions are modified to increase the amount of INTRA coded blocks as follows:


In the encoder forced updating of a slice (11 MBs for QCIF and 22 MBs for CIF) is done for every P-picture. In the first P-picture forced updating is done of slice 1, in the second P-picture of slice 2, etc. After the last slice has been updated the process starts over again with the first slice.


For each sequence to be tested the encoder should produce two coded files. The first should use the FLC as defined in the H.263 whereas the second should use the RFLC defined above. These two files should be of equal size and only differ at those locations where an intra DC coefficient is signalled.


The sequences should be encoded as specified below. Due to the forced updating this will result in slightly higher bitrates than 24 and 48 kbps, respectively.


Furthermore, during the decoding of a slice, if any errors are detected the slice should be treated as uncoded (concealed).





          Class A: 24 kbps,  Class B: 48 kbps (MPEG nomenclature)


         


Sequence�
Class�
Intraframe QP�
Interframe QP�
�
Silent�
A�
12�
13�
�
Container Ship�
A�
10�
10�
�
Mother & Daughter�
A�
10�
8�
�
Foreman�
B�
12�
13�
�
Coast Guard�
B�
12�
14�
�



           Channel bit error rate : Errors should be inserted 1.5 s after the beginning of the bitstream.


			      - Random BER = 10-3 


			      - Some bursty channel, for example DECT1 (BER = 2.1× 10-2 )





3.0 Evaluation Criteria


In addition to PSNR, SNR-Y, SNR-U, and SNR-V should also be reported since the tool is especially effective on the chrominance components.


           A D1 demo is also useful showing the visual differences between the RFLC and the linear FLC.














