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Introduction

	In the Atlanta meeting, we have proposed the Dynamic Resolution Conversion of the Prediction Error (DRC-PE) scheme (LBC-96-306 [1]), and this scheme was adopted to H.263+ draft as Annex Q.

	This contribution is the proposed revision of the Annex Q based on the simplified DRC-PE schemes and the extension of the reference picture described in LBC-97-020[2].



 Proposed revision of Annex Q

Annex Q

Reduced-Resolution Update Mode

(this annex forms an integral part of this recommendation)



Q.1. Introduction

This annex describes a optional Reduced-Resolution Update mode of H.263.  The capability of this mode of H.263 is signaled by external means (for example Recommendation H.245).  The use of this mode is indicated in the PLUSPTYPE field of the picture header. 

The reduced-resolution update mode is expected to be used in a highly active scene, and provides the opportunity to increase the coding frame rate with the preferable subjective quality.  This mode allows the update information for a picture to be encoded at a reduced resolution while preserving the detail in a higher resolution reference image to create a final image at the higher resolution.  The update information is encoded using a resolution having one-half the width and height of the reference picture and the final picture.  In order to reduce the resolution of update information, the size of each block of the input / reconstructed picture is enlarged to 16*16 while the size of coefficient block keeps 8*8.  Therefore the number of macroblocks is almost one fourth of those without using this mode.  In this mode, vector search range is also enlarged to approximately double size, and each vector component is restricted to be only half-pel or zero value. 

In this mode, a picture which has the horizontal size H and vertical size V as indicated in the picture header is created as a final image for display.  Furthermore, a referenced picture having a horizontal size Href and a vertical size Vref which are the same as in the default mode is used for prediction and created for further decoding.  That is, the Href and Vref are the smallest number which are divisible by 16 and are also equal to or larger than the picture size as defined in 4.1..

If  Href or Vref is not divisible by 32, such as the QCIF format, an extension of the referenced picture is performed , and the picture is decoded in the same manner as if the width or height had the next larger size that would be divisible by 32.  Then the resulting picture which is just covered with 32*32 macroblocks is cropped at the right and the bottom to the width Href and height Vref, and this cropped picture is stored as a reference picture for further decoding.

If both H and V are the same as those of a resulting picture which is just covered with 32*32 macroblocks, this resulting picture is used for display.  Otherwise, this resulting picture is further cropped to the size H*V, and the cropped picture here is used for display purpose only.

The syntax of the bitstream in this mode is identical to H.263, except that the number of macroblocks/blocks is almost one-fourth compared to those without using this mode.

This mode is used in P frames only (not in INTRA frames, PB frames, Improved PB frames, or B frames).   



Q.2. Decoding Procedure in Reduced-Resolution Update mode

FIGURE 1/Annex Q shows the block diagram of a block decoding according in Reduced-Resolution Update mode.
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FIGURE 1/Annex Q

Block diagram of a block decoding in Reduced-Resolution Update mode



The decoding procedure is given in the following description:

If  Href or Vref is not divisible by 32, such as the QCIF format, an extension of the reference picture is performed.  The detailed procedure is defined in section Q.3 of this Annex.

The bitstream of macroblock layer is decoded according to section 5.3/H.263.

Each component of macroblock motion vector or four motion vector is formed from MVD and MVD2-4.  The detailed procedure is defined in section Q.4 of this Annex.

The motion vector for both chrominance blocks is obtained from the macroblock motion vector according to the section 6.1.1/H.263 and TABLE 17/H.263.  If Advanced Prediction mode or Deblocking Filter mode is also used and four motion vectors are defined in the macroblock, the motion vector for both chrominance blocks is obtained from the four motion vectors according to section F.2 and TABLE 18/H.263 in Annex F.

A prediction is formed from the motion vector for a INTER Macroblock. Four 16*16 luminance prediction blocks are obtained from the macroblock motion vector, and two 16*16 chrominance prediction blocks are obtained from the chrominance motion vector.  For a interpolation for subpixel prediction refer to section 6.1.2/H.263.  If Advanced Prediction mode is also used, the enlarged overlapped motion compensation is performed to obtain four 16*16 luminance prediction blocks using the enlarged weighting matrices, and the detailed procedure is defined in section Q.5 of this Annex.  

The bitstream of the block layer is decoded according to section 5.4/H.263.  Then coefficients are decoded and the reduced-resolution reconstructed prediction error blocks are obtained as the result of inverse transform according to section 6.2/H.263.

The 16*16 reconstructed prediction error blocks are obtained by up-sampling the 8*8 reduced-resolution reconstructed prediction error blocks.  For the creation of the edge pixels in each 16*16 reconstructed prediction error block, only the pixels which belong to the corresponding block are used.  The detailed procedure is defined in section Q.6 of this Annex.

For each luminance and chrominance block, the summation is performed.  The procedure is identical to section 6.3.1/H.263, except that the size of blocks is 16*16 instead of 8*8.  Then the clipping is performed according to the section 6.3.2/H.263.

Block boundary filter is applied to the boundary pixels of the 16*16 reconstructed blocks.  The detailed procedure is described in section Q.7 of this Annex.

If both Href and Vref are divisible by 32, such as the CIF format, the resulting picture reconstructed in step 9 is stored as a reference picture as it is for further decoding.  Otherwise, such as the QCIF format, the reconstructed picture which is just covered with 32*32 macroblocks is cropped at the right and the bottom to the width Href and height Vref, and this cropped picture is stored as a reference picture for further decoding.. 

If both H and V are the same as those of the resulting picture reconstructed in step 9, this picture is used for display as it is.  Otherwise, this resulting picture is further cropped to the size H*V, and the cropped picture here is used for display purpose only.



Q.4. Extension of stored reference picture

If  Href or Vref is not divisible by 32, such as QCIF format, the extension of the referenced picture is performed before decoding macroblock/block layer.  The width and the height of the extended reference picture for luminance are the next larger size that would be divisible by 32, and those for chrominance are the next larger size that would be divisible by 16.

Note: The width and height of the referenced picture in the default mode are always extended to be divisible by 16 even if picture formats has a width or height that is not divisible by 16, because the picture shall be decoded as if the width or height had the next larger size that would be divisible by 16.  See section 4.1/H.263.

If neither Unrestricted Motion Vector mode, Advanced Prediction mode nor Deblocking Filter mode is used with this option, the extended pixels can be arbitrary values, because the extended pixels will be never used as a reference pixels of the decoded area to be reconstructed and displayed.

If either Unrestricted Motion Vector mode, Advanced Prediction mode or Deblocking Filter mode is also used with this option, the extension of the referenced picture is performed by duplicating the edge pixel of the referenced picture, in order to ensure the decoding when motion vectors point outside the right and bottom edge of the picture.  For example, if the Reduced-Resolution Update mode is used for a QCIF,  the width of the referenced picture is 176 and the height is 144, which are not divisible by 32.  In order to cover a QCIF picture with 32*32 sized macroblocks, the number of macroblock row should be 6, and the number of macroblock column should be 5.  Therefore the width of the extended referenced picture is 192 and the height is 160.  
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FIGURE 2/Annex Q

Extension of referenced picture in QCIF picture format



The extension of the referenced picture in QCIF is illustrated in FIGURE 2/Annex Q.  The extended referenced picture for luminance is given by the following formula:



	RRRU(x, y)	=	R(x', y'),



				where

	x, y		= 	spatial coordinates of the extended referenced picture in the pixel domain,

	x', y'		= 	spatial coordinates of the referenced picture in the pixel domain,

	RRRU(x, y)	= 	pixel value of the extended referenced picture at (x, y),

	R(x', y')		= 	pixel value of the referenced picture at (x', y'),



	x'		= 175	if x > 175 and x < 192

			= x	if x >=   0 and x <= 175



	y'		= 143	if y > 143 and y < 160

			= y	if y >=  0  and y <= 143



The referenced pictures for chrominance is also extended in the same manner.

The extension of the referenced picture can be performed explicitly or implicitly in the decoding procedure.



Q.4. Reconstruction of motion vector

In Reduced-Resolution Update mode, vector search range is enlarged to approximately double size.  In order to realize a enlarged search range using the VLC for MVD defined in TABLE 13/H.263, each vector component is restricted to be only half-integer or zero value.  Therefore the range of each motion vector component is [-31.5, 30.5] in the default Reduced-Resolution Update mode, and [-62.5, 62.5] when Unrestricted Motion Vector mode is also used.  FIGURE 3/Annex Q illustrates the possible positions of macroblock motion vector or four motion vectors around (0, 0).  The dashed lines indicate the integer coordinates.
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FIGURE 3/Annex Q

Reconstruction of motion vector



In the Reduced-Resolution Update mode, the motion vector component MVc for luminance block is reconstructed from MVD and MVD2-4 as follows;



Pseudo- prediction vector component pseudo-PC is created from the prediction vector component PC.

	pseudo-PC = 0	if PC = 0

	pseudo-PC = sign(PC) * (|PC| + 0.5) / 2.0	if PC ( 0

“/” indicates decimal division.  The prediction vector component PC is defined as the median value of the vector components MV1, MV2 and MV3 as defined in section 6.1.1/H.263 and F.2/H.263.

Pseudo- macroblock vector component pseudo-MVC is obtained by adding one of the vector difference pair of corresponding MVD and MVD2-4 from TABLE 13/H.263 to the pseudo-PC. 

In the default Reduced-Resolution Update mode, the value of pseudo-MVC is restricted to the range [-16, 15.5].  Only one of the pair will yield a pseudo-MVC falling within the permitted range.  The procedure is performed in the similar way as defined in section 6.1.1/H.263.

If the Unrestricted Motion Vector mode is also used with the Reduced-Resolution Update mode, pseudo-MVC is obtained as follows:

If pseudo-PC is in the range [-15.5,16], the first column of the vector differences is added to pseudo-PC.

If pseudo-PC is outside the range [-15.5,16], the vector difference from TABLE 13/H.263 shall be used that results in a pseudo-MVC inside the range [-31.5,31.5] with the same sign as the pseudo-PC (including zero)

The procedure is performed in the similar way as defined in section F.2/H.263.

Motion vector component MVC is obtained from pseudo-MVC in the following formula:

	MVC = 0	if pseudo-MVC = 0

	MVC = sign(pseudo-MVC) * (2.0 * |pseudo-MVC| - 0.5)	if pseudo-MVC ( 0

As a result, each vector component is restricted to be half-integer or zero value, and the range of each motion vector component is enlarged to [-31.5, 30.5] in the default Reduced-Resolution Update mode, and [-62.5, 62.5] when Unrestricted Motion Vector mode is also used.



Q.5. Enlarged overlapped motion compensation for luminance

If Advanced Prediction mode is also used with Reduced-Resolution Update mode,  the enlarged matrices of weighting values are used to perform the overlapped motion compensation.  Except that the size of each block and weighting matrices is 16*16, the procedure of the creation of each prediction block is identical to the description of section F.3 in Annex F.

The enlarged matrices of weighting values for the16*16 luminance prediction are given in FIGURE 4/Annex Q, FIGURE 5/Annex Q, and FIGURE 6/Annex Q.
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FIGURE 4/Annex Q

Weighting values, H0, for prediction with motion vector of current 16*16 luminance block
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FIGURE 5/Annex Q

Weighting values, H1, for prediction with motion vector of 16*16 luminance blocks

 on top or bottom of current 16*16 luminance block
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FIGURE 6/Annex Q

Weighting values, H2, for prediction with motion vector of 16*16 luminance blocks

 to the left or right of current 16*16 luminance block



Q.6. Up-Sampling of the reduced-resolution reconstructed prediction error

The 16*16 reconstructed prediction error block is obtained by up-sampling the 8*8 reduced-resolution reconstructed prediction error block.  In order to realize a simple implementation, filtering is closed within a block which enables to perform an individual up-sampling on block basis.  FIGURE 7/Annex Q shows the positioning of samples.  The up-sampling procedure for the luminance and chrominance pixels which are inside the 16*16 reconstructed prediction error blocks is defined in section Q.6.1.  For the creation of the luminance and chrominance pixels which are at the boundary of 16*16 reconstructed prediction error block, the procedure is defined in section Q.6.2.  Chrominance blocks as well as luminance blocks are up-sampled.  “/” in FIGURE 8/Annex Q and FIGURE 9/Annex Q indicates division by truncation.
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FIGURE 7/Annex Q

Positioning of samples in 8*8 reduced-resolution reconstructed prediction error block and 

16*16 reconstructed prediction error block



Q.6.1. Up-sampling procedure for the pixels inside 16*16 reconstructed prediction error block

The creation of reconstructed prediction error for pixels inside block is described in FIGURE 8/Annex Q.
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FIGURE 8/Annex Q

Creation of reconstructed prediction error 

for pixels inside block



Q.6.2. Up-sampling procedure for the pixels at the boundary of 16*16 reconstructed prediction error block

The creation of reconstructed prediction error for pixels at the 16*16 block  are described in FIGURE 9/Annex Q.
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FIGURE 9/Annex Q

Creation of reconstructed prediction error 

for pixels at the Block boundary



Q.7.  Block boundary filter

The filter operations are performed along the edges of the 16*16 reconstructed blocks at the encoder as well as on the decoder side.  There are two alternative of  filtering, depending on whether Deblocking Filter mode is used or not.

The default filtering in Reduced-Resolution Update mode is performed according to section Q.7.1.

If Deblocking Filter mode is also used with Reduced-Resolution Update mode, the filtering is performed according to section Q.7.2.  

In both cases, filtering is performed on the complete reconstructed image data before storing the data in the frame store for future prediction.  No filtering is performed on frame and slice edges.  Chrominance as well as luminance data is filtered.

In both cases, filtering is performed on the complete reconstructed image data before storing the data in the frame store or future prediction.  No filtering is performed across frame edges, slice edges (see Annex K), or independently segmented decoding mode GOB boundaries having GOB headers present (see Annex R).  Chrominance as well as luminance data is filtered

Q.7.1. Definition of the default block boundary filter

In the Reduced-Resolution Update mode, the default filtering is performed according to this section.

 If A and B are two pixel values on a line - horizontal or vertical - of the reconstructed picture, and A belongs to one 16*16 block called block1 whereas B belongs to a neighboring 16*16 block called block2 which is to the right or below of block1.  Figure 10/Annex Q shows examples for the position of these pixels. 
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FIGURE 10/Annex Q

Default block boundary filter



One of the following conditions must be fulfilled in order to turn  the filter on for a particular edge:

 	block1 belongs to a coded macroblock (COD==0  ||  MB-type == INTRA )   or

	block2 belongs to a coded macroblock (COD==0  ||  MB-type == INTRA )

A shall be replaced by A1 and B shall be replaced by B1.  “/” indicates division by truncation.

	A1 	=	(3*A + B + 2) / 4

	B1	=	(A + 3*B + 2) / 4 

Due to rounding effects, the order of edges where filtering is performed must be specified.  Filtering along horizontal edges shall be performed before filtering along vertical edges. 

The order of edges where filtering is performed is identical to the description of J.3 in Annex J.



Q.7.2. Definition of the block boundary filter when Deblocking Filter mode is used

If Deblocking Filter mode is also used with Reduced-Resolution Update mode, the filtering which is identical to Annex J is performed on the boundary pixels of 16*16 luminance and chrominance blocks, instead of the filtering described in section Q.6.1.





 Amendment of the H.263 body with respect to the GOB structure



Section 4.2.1 “GOBs, slices macroblocks and blocks”, the first paragraph

4.2.1Each picture is divided either into groups of blocks (GOBs) or into slices.

A group of blocks (GOB) comprises of up to k*16 lines, depending on the number of lines in the picture format, where k = 1 if the number of lines is less than 500, k = 2 if the number of lines is at least 500 and less than 996, and k = 4  if the number of lines is at least 996. When using custom picture sizes, the number of lines in the last (bottom-most) GOB may be less than k*16 if the number of lines in the picture is not divisible by k*16.  However, every GOB in each of the standardized picture formats has k*16 lines, as the number of lines in each standardized picture format is an integer multiple of k*16.  Thus the number of GOBs per picture is 6 for sub-QCIF, 9 for QCIF, and 18 for CIF, 4CIF and 16CIF. The GOB numbering is done by use of vertical scan of the GOBs, starting with the upper GOB (number 0) and ending with the bottom-most GOB. An example of the arrangement of GOBs in a picture is given for the CIF picture format in FIGURE4/H.263. Data for each GOB consists of a GOB header (may be empty) followed by data for macroblocks. Data for GOBs is transmitted per GOB in increasing GOB number.

The slice structured mode is described in Annex K.  Slices are similar to GOBs in that they are a multi-macroblock layer of the syntax, but slices have a more flexible shape and usage than GOBs, and slices may appear in the bitstream in any order.

The reduced-resolution update mode is described in Annex Q.  In this mode, group of blocks (GOB) comprises of up to k*32 lines instead of k*16 lines, depending on the number of lines in the picture format, where k = 1 if the number of lines is less than 996, and k = 2 if the number of lines is at least 996.  Furthermore, the number of GOBs per picture is 9 for CIF, and 18 for 4CIF and 16CIF.



Section 4.2.1 “GOBs, slices macroblocks and blocks”, the second paragraph

Each GOB is divided into macroblocks. A macroblock relates to 16 pixels by 16 lines of Y and the spatially corresponding 8 pixels by 8 lines of CB and CR. Further, a macroblock consists of four luminance blocks and the two spatially corresponding colour difference blocks as shown in FIGURE 5/H.263. Each luminance or chrominance block relates to 8 pixels by 8 lines of Y, CB or CR. A GOB comprises one macroblock row for sub-QCIF, QCIF and CIF, two macroblock rows for 4CIF and four macroblock rows for 16CIF.

In the Reduced-Resolution Update mode,  however, a macroblock relates to 32 pixels by 32 lines of Y and the spatially corresponding 16 pixels by 16 lines of CB and CR, and Each luminance or chrominance block relates to 16 pixels by 16 lines of Y, CB or CR.  Furthermore, a GOB comprises one macroblock row for CIF and 4CIF, and two macroblock rows for 16CIF. 



References

[1] “Comparison of two Dynamic Resolution Conversion Schemes”, LBC-96-306

[2] “Proposed revision of Dynamic Resolution Conversion Schemes”, LBC-97-020



� PAGE �1�








