ITU Telecommunication Standardization Sector	LBC - 97 - 018R2


Study Group 15, Working Party 15/1


Expert’s Group on Very Low Bitrate Visual Telephony














Title:	Proposed Changes to Annex O











Source:	Thomas R. Gardos


	Intel Corporation


	trgardos@ibeam.jf.intel.com





	Torbjörn Einarsson


	Ericsson Telecom ( SCALAR ACTS project)


	T.Einarsson@clab.ericsson.se








Date:	27 February 1997





�



Attached are revisions to Draft 4 of H.263+ Annex O based on suggestions and discussions on the LBC e-mail reflector. A summary of changes is below, followed by suggested additions and modifications to the main body of H.263+. The revised annex then follows. The figures in the Annex still have to be revised so that there are arrow heads on the lines between pictures.





Summary of Changes





Various editorial changes to improve readability.


Removed the limit on the maximum number of B pictures unless signaled by H.245.


It is explicitly stated that motion vectors are not permitted in the spatial prediction of SNR scalability.


Reference to interpolation by 1.5X have been removed.


The necessary picture layer syntax has been added for unambiguous signaling of the different picture types.


The ambiguity about when ELNUM field is used in relation to B pictures has been clarified.


It’s explicitly stated that advanced prediction is not permitted in B, EI and EP pictures.


The macroblock syntax was cleaned up. The coded block pattern was split into a VLC CPBC and FLC CBPY for B and EP pictures.


The ambiguity between the not coded bit (COD) and the first MBTYPE mode was resolved.


There now is a separate MBTYPE table for B and EP pictures and an MCBPC table for IE pictures.


The direct mode was explicitly defined.


How to average pixels in bidirectional prediction was defined.


The upsampling filters were changed to those defined in Annex Q.


The macroblock syntax diagrams were updated.





Left to be done:


The pictures need to be cleaned up to include arrow heads.


The interaction with other modes has not been completed.





Text describing that ELNUM and RLNUM have four bits each denoting the enhancement layer number and reference layer number. The base layer is layer zero and RLNUM shall always be less or equal to ELNUM. 














�
Annex O.�Temporal, SNR and Spatial Scalability Mode


(This annex forms an integral part of this Recommendation)





This annex describes the optional modes in support of temporal, spatial and SNR scalability.  This mode may also be used in conjunction with error control schemes. The capability of this mode of H.263 is signaled by external means (for example Recommendation H.245). The use of this mode is indicated in PLUSPTYPE.


O.1. 	Overview





Scalability is achieved by two main methods: temporal and spatial/SNR. Temporal scalability is achieved using bi-directionally predicted pictures, or B-pictures.  These B-pictures differ from the B picture component in PB-frames mode (see Annex G and Annex M) in that they are separate entities in the bit stream and are not intermixed with a subsequent P frame. B-frames are predicted from either or both the previous and subsequent reconstructed frames. In addition, they are not used as prediction for any other frames. The first property generally results in better compression performance than with P-frames. The second property signifies that B-frames can be discarded from the bit stream with out adversely effecting subsequent frames, thus providing temporal scalability. � REF _Ref379012895 \* MERGEFORMAT �Figure 1� illustrates the predictive nature of P and B frames.





� EMBED Word.Picture.6  ���


Figure � SEQ Figure \* ARABIC �1� Illustration of B pictures.





B pictures are transmitted out of chronological order. For example, if the pictures of a video sequence were numbered 1, 2, 3, …, then the transmission order of the encoded pictures would be I1, P3, B2, P5, B4, …, where the subscript refers to the original picture number. The B pictures always follow the chronologically previous and subsequent P or I pictures in the transmission order.  There is no limit to the number of B pictures that may be inserted between pairs of I and/or P pictures, however, a maximum number may be signaled by external means (for example ITU-T Recommendation H.245).


 


The other main method to achieve scalability is through spatial/SNR scaling. Spatial scalability and SNR scalability are equivalent except for the use of interpolation as is described shortly. Because compression introduces artifacts and distortions, the difference between a reconstructed picture and its original is a nonzero valued picture containing, what can be called, the coding error. Normally, this coding error is lost at the encoder and never recovered. In SNR scalability, these coding error pictures are also encoded and sent to the decoder, when possible, producing an enhancement to the decoded sequence. The extra data serves to increase the signal-to-noise ratio (SNR) of the video sequence, hence the term SNR scalability. The compressed coding error pictures are referred to as an enhancement layer.  � REF _Ref379970721 \* MERGEFORMAT �Figure 2� illustrates SNR scalability. The vertical arrows from the base layer illustrate that the picture in the enhancement layer is predicted from a reconstructed version of that picture in the base layer. If prediction is only formed from the base layer, then the enhancement layer picture is referred to as an EI picture, or Enhancement I-picture. It is possible, however, to create a modified bi-directionally predicted picture using both the previous picture in the current enhancement layer and the current picture in the next lower layer or base layer. This type of picture is referred to as an EP picture or Enhancement P-picture.  For both EI and EP pictures, the prediction from the lower layer use no motion vectors. However, as with normal P-pictures, EP pictures use motion vectors when predicting from the previous picture in the same layer. 





� EMBED Word.Picture.6  ���


Figure � SEQ Figure \* ARABIC �2� Illustration of SNR Scalability


Finally, it is possible to employ B-pictures in both in the enhancement layers. These are predicted from the previous and subsequent enhancement layer EI or EP pictures. B-pictures may be used to increase the frame rate of an enhancement layer over that of the base layer. If a B-picture occurs in the base layer, any corresponding picture with the same time reference in the enhancement layer must be encoded as a B picture as well. Put another way, B pictures in any layer are not used to predict pictures in any other layer. This is to preserve their disposable nature.





The last method in the scalability mode is spatial scalability, which is closely related to SNR scalability. The only difference is that before the picture in the next lower layer is used to predict the current picture in the current layer it is interpolated by two both horizontally and vertically. Spatial scalability is illustrated in � REF _Ref379970956 \* MERGEFORMAT �Figure 3�. 





� EMBED Word.Picture.6  ���


Figure � SEQ Figure \* ARABIC �3� Illustration of Spatial scalability





As with SNR scalability, it is possible for the enhancement layer to contain B pictures as well. 





It is possible to have more than one enhancement layer in conjunction with a base layer. The enhancement layer may be 1X, or 2X the dimensions of the layer below it. Thus a multi layer scalable bit stream can be a combination of SNR layers and spatial layers. The size of the picture cannot decrease however, in subsequent layers. It can only stay the same or increase.  � REF _Ref379719723 \* MERGEFORMAT �Figure 4� illustrates a multilayer scaleable bit stream.





� EMBED Word.Picture.6  ���


Figure � SEQ Figure \* ARABIC �4� Three layer scalable bit stream


As with the two layer case, B pictures may occur in any layer, however if a B picture occurs in a particular layer, then a possible corresponding picture in the next higher layer must also be a B picture.


O.2	Interpolation Filters


The method by which a picture is interpolated for spatial scalability is shown in � REF _Ref381445073 \* MERGEFORMAT �Figure 5� and  � REF _Ref381445619 \* MERGEFORMAT �Figure 6�. The first figure show the interpolation for interior pixels, while the second one shows the interpolation close to picture boundaries. This is the same technique used in Annexes P and Q.





� EMBED Word.Picture.6  ���


Figure � SEQ Figure \* ARABIC �5� Method for interpolating pixels.














�EMBED Word.Picture.6���


Figure � SEQ Figure \* ARABIC �6� Method for interpolation at boundaries.








O.3. 	Picture Layer Syntax


EI-pictures, EP-pictures, and B-pictures are indicated by the following bits.  In PTYPE (see section 5.1.3), bit 9, “Picture Coding Type” is used. In PLUSPTYPE (see section 5.1.4), bits 10 and 11 are used. These are “Optional SNR and Spatial Scalability mode” and “Optional True-B picture mode,” respectively. The following table describes how each type of picture is signaled and shows that the Enhancement Layer Number (ELNUM) and Reference Layer Number (RLNUM) are always present in case of scalability.


Table � SEQ Table \* ARABIC �1� Annex O picture layer syntax.


SNR/Spatial


Scalability�
True B-picture�
Picture Coding


Type�
ELNUM�
RLNUM�
Picture Type�
�
1�
0�
0�
X�
X�
EI�
�
1�
0�
1�
X�
X�
EP�
�
1�
1�
Don’t Care�
X�
X�
B�
�
0�
1�
Don’t Care�
X�
X�
B�
�



In particular, note that bit 9 of PLUSPTYPE “Optional SNR and Spatial Scalability mode” together with “Picture Coding Type” specifies that a picture is of EI or EP type. 





There is exactly one base layer and it has ELNUM and RLNUM equal to zero. The enhancement layers have increasing numbers in the sense that RLNUM is always less or equal to ELNUM. The RLNUM gives the enhancement layer number of the forward and backward reference pictures for B-pictures, for the backward reference image for EP pictures, and for the forward reference picture for EI pictures.  


The layers shall be ordered in a tree-like structure with RLNUM smaller or equal to ELNUM.





ELNUM may be different from the layer number used at the system level. Since B pictures have no other pictures dependent on themselves, they may even be put in a separate enhancement layer by system components external to H.263 (for example Recommendations H.245 and H.223). Moreover, it is up to the implementor as to whether the enhancement pictures are sent in separate video channels or remain multiplexed together with the base layer pictures.





The Temporal Reference (TR) (see section 5.1.2) is defined exactly as for I and P pictures.





The order of coded pictures in the bitstream shall reflect the chronological order and the dependency of the pictures. This means that an enhancement picture shall be sent after its reference pictures, but before later pictures in the reference layers. 





There shall be no TRB (see section 5.1.16) or DBQUANT (see section 5.1.17) fields in the picture header of B, EI or EP pictures.





O.4	Macroblock Layer Syntax





The macroblock layer syntax for B, and EP pictures is the same, however the interpretation varies slightly depending on picture type. � REF _Ref379725871 \* MERGEFORMAT �Figure 7� indicates the B and EP syntax.  The MBTYPE field indicates whether there is direct-mode prediction, forward prediction, backward prediction, or bi-directional prediction. The MBTYPE is defined differently for B and EP pictures as described below.





Direct mode is only available for B pictures. It is a bi-directional prediction mode similar to the bi-directional mode in Improved PB-frames mode (Annex M). The only difference is that there is no restriction on which pixels can be backward predicted since the complete backward prediction image is known at the decoder. Bi-directional mode uses separate motion vectors for forward and backward prediction. In both direct mode, and bi-directional mode the prediction pixel values are calculated by averaging the forward and backward prediction pixels. The average is calculated by dividing the sum of the two predictions by two (division by truncation). In direct mode, when there are four motion vectors in the reference macroblock, then all four 





For EP pictures, backward prediction is interpreted to mean prediction from the same (possibly interpolated) picture in the next lower layer, and there are no backward motion vector. � EMBED Visio.Drawing.4  ���


Figure � SEQ Figure \* ARABIC �7� Macroblock syntax for EP and B pictures.


The macroblock syntax for EI pictures is slightly different. As indicated � REF _Ref381446939 \* MERGEFORMAT �Figure 8�, the MBTYPE and CBPC are combined into an MCBPC field. In addition, no motion vector is used.





� EMBED Visio.Drawing.4  ���


Figure � SEQ Figure \* ARABIC �8� Macroblock syntax for EI pictures. 





O.4.1	Coded macroblock indication (COD)  (1 bit)


A bit which when set to “0” signals that the macroblock is coded. If set to “1”, no further information is transmitted for this macroblock. The meaning of a “not coded” (skipped) block depends on picture type and is described below.


O.4.2	MBTYPE/MCBPC (VLC)


There are  different MBTYPE tables for  B and  EP pictures. For EI pictures, there is instead a MCBPC table. � REF _Ref381447747 \* MERGEFORMAT �Table 2� is the MBTYPE table for B pictures. The “Direct (skipped)” prediction type indicates that no data is transmitted in the macroblock and that the decoder derives forward and backward motion vectors and the corresponding bi-directional prediction. The “Forward (skipped)” prediction type indicates that no more data is sent for the macroblock, and that the decoder should use forward prediction with zero forward motion vector and no coefficients.  Similarly,  “Backward (skipped)” and “Bi-dir (skipped)” prediction types indicate backward and bi-directional prediction with zero motion vectors and no coefficients.





Table � SEQ Table \* ARABIC �2� MBTYPE variable length codes for B pictures.


Prediction Type�
MVDFW�
MVDBW�
CBPC +


CBPY�
DQUANT�
MBTYPE�
Bits�
�
Direct (skipped)�
�
�
�
�
(COD=1)�
0�
�
Direct�
�
�
X�
�
11�
2�
�
Direct + Q�
�
�
X�
X�
0001�
4�
�
Forward (skipped)�
�
�
�
�
100�
3�
�
Forward�
X�
�
X�
�
101�
3�
�
Forward + Q�
X�
�
X�
X�
0011 0�
5�
�
Backward (skipped)�
�
�
�
�
010�
3�
�
Backward�
�
X�
X�
�
011�
3�
�
Backward + Q�
�
X�
X�
X�
0011 1�
5�
�
Bi-Dir (skipped)�
�
�
�
�
0010 0�
5�
�
Bi-Dir�
X�
X�
X�
�
0010 1�
5�
�
Bi-Dir + Q�
X�
X�
X�
X�
0000 1�
5�
�
Intra�
�
�
X�
�
0000 01�
6�
�
Intra + Q�
�
�
X�
X�
0000 001�
7�
�
Stuffing�
�
�
�
�
0000 0000 1�
9�
�



The MBTYPE table for EP pictures is similar, but there is no direct mode, and no backward motion vector. Backward prediction means prediction from the same macroblock in the next lower layer (zero motion vector).





Table � SEQ Table \* ARABIC �4� MBTYPE for EP pictures.


Prediction Type�
MVDFW�
MVDBW�
CBPC +


CBPY�
DQUANT�
MBTYPE�
Bits�
�
Forward (skipped)�
�
�
�
�
(COD=1)�
0�
�
Forward�
X�
�
X�
�
1�
1�
�
Forward + Q�
X�
�
X�
X�
001�
3�
�
Backward (skipped)�
�
�
�
�
010�
3�
�
Backward�
�
�
X�
�
011�
3�
�
Backward + Q�
�
�
X�
X�
0000 1�
5�
�
Bi-Dir (skipped)�
�
�
�
�
0001 0�
5�
�
Bi-Dir�
X�
�
X�
�
0001 1�
5�
�
Bi-Dir + Q�
X�
�
X�
X�
0000 01�
6�
�
Intra�
�
�
X�
�
0000 001�
7�
�
Intra + Q�
�
�
X�
X�
0000 0001�
8   �
�
Stuffing�
�
�
�
�
0000 0000 1�
9�
�



In EI pictures, backward prediction is not permitted. Forward prediction denotes prediction from the corresponding macroblock in the next lower layer (zero motion vector).


Table � SEQ Table \* ARABIC �3� MCBPC for EI pictures.


Prediction Type�
CBPC (56)�
CBPY�
DQUANT�
MBTYPE�
Bits�
�
Forward (skipped)�
�
�
�
(COD = 1)�
0�
�
Forward�
00�
X�
�
1�
1�
�
Forward�
01�
X�
�
001�
3�
�
Forward�
10�
X�
�
010�
3�
�
Forward�
11�
X�
�
011�
3�
�
Forward + Q�
00�
X�
X�
0001�
4�
�
Forward + Q�
01�
X�
X�
0000 01�
6�
�
Forward + Q�
10�
X�
X�
0000 10�
6�
�
Forward + Q�
11�
X�
X�
0000 11�
6�
�
Intra�
00�
X�
�
0000 001�
7�
�
Intra�
01�
X�
�
0000 0000 1�
9�
�
Intra�
10�
X�
�
0000 0001 0�
9�
�
Intra�
11�
X�
�
0000 0001 1�
9�
�
Intra+Q�
00�
X�
X�
0000 0000 01�
10�
�
Intra+Q�
01�
X�
X�
0000 0000 0001�
12�
�
Intra+Q�
10�
X�
X�
0000 0000 0010�
12�
�
Intra+Q�
11�
X�
X�
0000 0000 0011�
12�
�
Stuffing�
�
�
�
0000 0000 0000 1�
13�
�






O.4.3	Code Block Pattern for Chrominance (CBPC) (VLC)


When present, CBPC indicates the coded block pattern for chrominance blocks as described in the table below.


Table � SEQ Table \* ARABIC �5� CBPC variable length codes.


Code block pattern (56)�
CBPC�
Bits�
�
00�
0�
1�
�
01�
10�
2�
�
10�
111�
3�
�
11�
110�
3�
�



O.4.4	Coded Block Pattern for Luminance(CBPY) (4 bits)


CBPY is a four bit value indicating which blocks in the luminance portion of the macro block are present or not. The bit number corresponds to the block number as illustrated in Figure 5/H.263. A value of “1” indicates that there are coefficients other than  INTRA-DC present in the block, while “0” indicates there are no non INTRA-DC coefficients. 


O.4.5	Quantizer Information (DQUANT) (2 bits)


DQUANT is used as in other picture macroblock types. See section 5.3.6 and Annex T.


O.4.6	Motion vector data (MVDFW, MVDBW) (Variable Length)


MFDFW is the motion vector data for the forward vector, if present. MVDBW is the motion vector data for the backward vector, if present. The variable length codewords are given in TABLE 11/H.263.





O.5	Motion Vector Decoding


O.5.1	Differential Motion Vectors


Motion vectors for forward, backward or bi-directionally predicted blocks are differentially encoded. To recover the macroblock motion vectors, a prediction is added to the motion vector differences. The predictions are formed in a similar manner to that described in Section 6.1.1, except that forward motion vectors are predicted only from forward motion vectors in surrounding macroblocks, and backward motion vectors are predicted only from backward motion vectors in surrounding macroblocks.  The same decision rules apply for the special cases at picture, GOB or slice borders as described in Section 6.1.1. If a neighboring macroblock does not have a motion vector of the same type (forward or backward), the candidate predictor for that macroblock is zero for that motion vector type.





O.5.2	Motion Vectors in Direct Mode


For macroblocks coded in direct bidirectional, mode no vector differences are transmitted. Instead, the forward and backward motion vectors are directly computed from the temporally consecutive P-vector as described in G.4 with the restriction that  MVD is always zero. These vectors are not used for prediction of  other motion  vectors.


O.6	Interaction with Other Modes


Advanced Prediction mode is not permitted in B, or EP pictures.





Direct mode prediction in B pictures permits the use of four motion vectors in a reference macroblock similarly to PB-frame mode.
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