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Below is a draft proposal for text in connection with a possible improved PB-frame option.





Annex ?


Improved PB-frames mode


(This annex forms an integral part of this Recommendation)





?.1.	Introduction.


This annex describes an improved optional PB-frames mode of H.263. The capability of this mode is signalled by external means (for example Recommendation H.245). The use of this mode is indicated in PTYPE(?)


Many parts of this option are similar to The PB-frame option defined in Annex G.  The main differences are:


The B-macroblock may have a separate vector for either forward or backward prediction.


The B-macroblock may be INTRA coded independent of the coding mode of the P-block.


Up to three B-frames may be present in a PB-frame.  It means that the following constellations of frames are allowed: B+P, B+B+P, B+B+B+P.





A PB-frame consists of two to four pictures being coded as one unit. The name PB comes from the name of picture types in Recommendation H.262 where there are P-pictures and B-pictures. Thus a PB-frame consists of one P-picture which is predicted from the previous decoded P-picture and one to three  B-pictures which are predicted both from the nearest past decoded I/P-picture and the nearest future decoded P-picture. The prediction process is illustrated in the figure below.
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?.2	B-frame prediction modes.


There are four different ways of coding a B-macroblock.  The different coding modes are signaled by the parameter MODB.  The coding modes of the B-macroblocks are independent of the coding modes of the corresponding P-macroblocks indicated by MCBPC.  The B-macroblock coding modes are:


Bidirectional prediction.


Prediction is done from the P-frames before and after the B-frame.  This prediction is equivalent to the prediction defined in Annex G when MVD =0.  Notice that in this mode, motion vector data (MVD) of the PB-macroblock must be included even if the P-macroblock is INTRA coded.


Forward prediction.


The vector data contained in MVDB is used as a vector for forward prediction from the previous P-frame.


Backward prediction.


(Note: This prediction mode is thought to be of particular interest when there is a scene cut between the previous P-frame and the B-frame).





The B-macroblock is predicted from PREC (see Annex G.5) using the vector data in MVDB as backward vector.  If Annex D is not active, the only legal backward vector is (0,0).  If Annex D is active, the backward vector may take any value in the range (-16.0 to +15.5).  Only pixels inside PREC  are used for prediction. (Note: Do we also want to have backward prediction without this restriction (clipping)?)  If a pixel outside  is referenced in the prediction process, the same technique as described in Annex D is used.  Pixels outside PREC are replaced by edge pixels to PREC.


(Note: This use of “vectors pointing outside the P-macroblock” gives a significant improvement if only backward prediction is relevant - as for scene cut before the B-frame.  On the other hand scene cuts do not normally happen so frequently?)


Intra coding.


With this mode, the B-macroblock may be INTRA coded independent of the P-macroblock coding.  In case Advanced Intra Coding mode is selected, it is always assumed that mode 0 is used for intra coding of a B-macroblock


The table of MODB is given below.  It indicates the possible coding modes for a B-block.
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?.3.	Syntax changes on the picture layer.


On the picture level the number of B-pictures in a PB-frame must be signalled (1,2 or 3).  TRB for the different B-pictures must also be included.





?.4.	Changes on the macro block layer.


MODB must be included for all the B-pictures (1,2 or 3). If signalled by MODB, CBPB and MVDB for all B-pictures must also be included.





?.5.	Block Layer


In a PB-frame, a macroblock comprises 12, 18 or 24 blocks. First the data for the six P-blocks is transmitted as in the default H.263 mode, then the data for the six B0-blocks, followed by the data for the six B1-blocks (if applicable), followed by the data for the six B2-blocks (if applicable) (see also section 5.4). The structure of the block layer is shown in FIGURE 10/H.263. INTRADC is present for every P-block of the macroblock if MCBPC indicates MB type 3 or 4 (see TABLE 3/H.263 and TABLE 4/H.263). INTRADC is present for B-blocks if indicated by MODB type 6.  TCOEF is present for P-blocks if indicated by MCBPC or CBPY; TCOEF is present for B-blocks if indicated by CBPB.





?.6.	Vector for forward or backward


If forward or backward prediction is used, the vector data given in MVDB are used.  Notice that no prediction is used for coding of forward or backward vectors. (Note: Both Karl Lillevold and I tried with several predictors but non of them gave any gain)


?.7.	Calculation of vectors for bidirectional prediction of a the B-macroblock


The vectors for the B-picture are calculated as follows (see also section 6.1.1). Assume we have a vector component MV in half pixel units to be used in the P-picture (MV represents a vector component for an 8*8 luminance block; if only one vector per macroblock is transmitted, MV has the same value for each of the four 8*8 luminance blocks). For bidirectional prediction of the B-picture we need both forward and backward vector components MVF and MVB. These forward and backward vector components are derived from MV.





TRD:	The increment of temporal reference TR from the last picture header 		(see section 5.1.2). If TRD is negative then TRD = TRD + 256.


TRB:	See section 5.1.7.


Now MVF and MVB are given in half pixel units by the following formulas:


MVF =  (TRB x MV)  /  TRD


MVB = ((TRB - TRD)  x  MV)  /  TRD


where “/” means division by truncation. It is assumed that the scaling reflects the actual position in time of P- and B-pictures.  The formulas for MVF and MVB are also used in the case of INTRA blocks where the vector data is used only for predicting B-blocks. 


For chrominance blocks, MVF is derived by calculating the sum of the four corresponding luminance MVF vectors and dividing this sum by 8; the resulting sixteenth pixel resolution vector components are modified towards the nearest half pixel position as indicated inTABLE 16/H.263. MVB for chrominance is derived by calculating the sum of the four corresponding luminance MVB vectors and dividing this sum by 8; the resulting sixteenth pixel resolution vector components are modified towards the nearest half pixel position as indicated inTABLE 16/H.263.


A positive value of the horizontal or vertical component of the motion vector signifies that the prediction is formed from pixels in the referenced picture which are spatially to the right or below the pixels being predicted. 


?.8.	Prediction of a B-block in a PB-frame


In case vector clipping is used, see G.5 in Annex G.


If vector clipping is not used, use bidirectional prediction for the whole block.  This is obtained as the average of the forward prediction using MVF relative to the nearest last decoded P-picture, and the backward prediction using MVB relative to the nearest future decoded P-picture.  The average is calculated by dividing the sum of the two predictions by two (division by truncation).
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