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3.4.	Source coding algorithm

A hybrid of inter-picture prediction to utilize temporal redundancy and transform coding of the remaining signal to reduce spatial redundancy is adopted. The decoder has motion compensation capability, allowing optional incorporation of this technique in the coder. Half pixel precision is used for the motion compensation, as opposed to Recommendation H.261 where full pixel precision and a loopfilter are used. Variable length coding is used for the symbols to be transmitted. 

In addition to the core H.263 coding algorithm, sevenfour negotiable coding options can be used, either together or separately are included that will be described in the subsequent subsections. All these options can be used together or separately. Additional supplemental information may also be included in the bitstream for enhanced display and external usage functionality.  The negotiable coding options and the supplemental information usage are described in the subsequent subsections.

3.4.1.	Unrestricted Motion Vector mode

In this optional mode motion vectors are allowed to point outside the picture. The edge pixels are used as prediction for the “not existing” pixels. With this mode a significant gain is achieved if there is movement across the edges of the picture, especially for the smaller picture formats (see also Annex D). Additionally, this mode includes an extension of the motion vector range so that larger motion vectors can be used. This is especially useful in case of camera movement.

3.4.2.	Syntax-based Arithmetic Coding mode

In this optional mode arithmetic coding is used instead of variable length coding. The SNR and reconstructed pictures will be the same, but significantly fewer bits will be produced (see also Annex E).

3.4.3.	Advanced Prediction mode

In this optional mode overlapped block motion compensation (OBMC) is used for the luminance part of P-pictures (see also Annex F). Four 8x8 vectors instead of one 16x16 vector are used for some of the macroblocks in the picture. The encoder has to decide which type of vectors to use. Four vectors use more bits, but give better prediction. The use of this mode generally gives a considerable improvement. Especially a subjective gain is achieved because OBMC results in less blocking artifacts.

3.4.4.	PB-frames mode

A PB-frame consists of two pictures being coded as one unit. The name PB comes from the name of picture types in Recommendation H.262 where there are P-pictures and B-pictures. Thus a PB-frame consists of one P-picture which is predicted from the previous decoded P-picture and one B-picture which is predicted from both the previous decoded P-picture and the P-picture currently being decoded. The name B-picture was chosen because parts of B-pictures may be bidirectionally predicted from the past and future pictures. With this coding option, the picture rate can be increased considerably without increasing the bitrate much.

3.4.5.	Advanced Intra Coding mode

In this optional mode, intra blocks are coded using a predictive method using nearby blocks in the image to predict values in each intra block (see also Annex I).  The technique is applied to intra-macroblocks within intra-frames and to intra-macroblocks within inter-frames.

3.4.6.	Deblocking Filter mode

In this optional mode, a filter is applied across the 8x8 block edge boundaries of decoded I- and P-pictures to reduce blocking artifacts (see also Annex J). The purpose of the filter is to mitigate the visibility of block edge artifacts in the decoded picture.  The filter affects the picture that is used for the prediction of subsequent pictures and thus lies within the motion prediction loop. 

3.4.7.	Slice Structured mode

In this optional mode, a “slice” layer is substituted for the GOB layer of the bitstream syntax (see also Annex K).  The purposes of this mode are to provide enhanced error resilience capability, to make the bitstream more amenable to use with an underlying packet transport delivery, and to minimize video delay.  A slice is similar to a GOB, in that it is a layer of the syntax that lies between the picture layer and the macroblock layer.  However, the use of a slice layer allows a flexible partitioning of the picture, in contrast with the fixed partitioning and fixed transmission order required by the GOB structure.  Slices may appear in any order within the bitstream for a picture.



3.4.8.	Supplemental Enhancement Information

Additional supplemental information may be included in the bitstream to signal enhanced display functionality or to provide tagging information for external usage (see also Annex L).  This supplemental informatinformation can be used to signal a full-picture or partial-picture freeze or freeze-release request with or without resizing.  The supplemental information may be present in the bitstream even though the decoder may not be capable of providing the enhanchanced functionality to use it, or even to properly interpret it — simply discarding the supplemental information is allowable by decoders unless a requirement to provide the requested functionality has been negotiated by external means. This information can be used to signal a full-frame or partial-frame freeze or freeze release request with or without resizing, or a 



...



PSC�TR�PTYPE�PQUANT�CPM�PSBI�TRB�DBQUANT�PEI��PSUUPP�PEI��Group of Blocks�ESTUF�EOS�PSTUF��FIGURE � SEQ Figure \* ARABIC �1117�/H.263

Structure of picture layer
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3.6 	Buffering

The encoder shall control its output bitstream to comply with the requirements of the hypothetical reference decoder defined in Annex B. Video data shall be provided on every valid clock cycle. This can be ensured by MCBPC stuffing (see � REF _Ref285437028 \* MERGEFORMAT �Error! Reference source not found.Fehler! Verweisquelle konnte nicht gefunden werden.Error! Reference source not found.� and � REF _Ref314495016 \* MERGEFORMAT �Error! Reference source not found.Fehler! Verweisquelle konnte nicht gefunden werden.Error! Reference source not found.�) or, when forward error correction is used, also by forward error correction stuffing frames (see Annex H).

The number of bits created by coding any single picture shall not exceed a maximum value specified by the parameter BPPmaxKb which is measured in units of 1024 bits. The minimum allowable value of the BPPmaxKb parameter depends on the largest source picture format that has been negotiated for use in the bitstream (see TABLE 1/H.263). For flexible custom source formats, the image size is measured by frame width times height of the luminance component.  An encoder may use a larger value for BPPmaxKb than as specified in TABLE 1/H.263, provided the larger value is first negotiated by external means, for example Recommendation H.245.  



TABLE �SEQ Table \* ARABIC �111�/H.263

Minimum BPPmaxKb for different source picture formats

Source format size�Minimum BPPmaxKb��up to 25,344�64��25,348 to 101,376�256��101,380 to 405,504�512��405,504 and above�1024��



...

4. Source Coder

4.1.	Source format

The source coder operates on non-interlaced pictures occurring at a picture clock frequency (PCF) of 30 000/1001 (approximately 29.97) times per second, termed the CIF PCF. It is also possible to negotiate the use of an optional custom PCF by external means. This PCF is given by 600 000 / (clock diviser * clock conversion factor) where clock divisor has values of 1 through 31 and clock conversion factor can either be 1000 or 1001. The source coder operates on non-interlaced pictures occurring 30 000/1001 (approximately 29.97) times per second. The tolerance on the picture clock frequency is ± 50 ppm.

Pictures are coded as luminance and two colour difference components (Y, CB and CR). These components and the codes representing their sampled values are as defined in CCIR Recommendation 601.

	Black = 16





	White = 235

	Zero colour difference = 128

	Peak colour difference = 16 and 240.

	These values are nominal ones and the coding algorithm functions with input values of 1 through to 254.

There are five standardised picture formats: sub-QCIF, QCIF, CIF, 4CIF and 16CIF. It is also possible to negotiate a custom picture format.  For alleach of these picture formats, the luminance sampling structure is dx pixels per line, dy lines per picture in an orthogonal arrangement. Sampling of each of the two colour difference components is at dx/2 pixels per line, dy/2 lines per picture, orthogonal. The values of dx, dy, dx/2 and dy/2 are given in � REF _Ref328889998 \* MERGEFORMAT �TABLE 2222/H.263TABLE 222/H.263TABLE 22/H.263TABLE 2/H.263� for each of the standardised picture formats.

TABLE �SEQ Table \* ARABIC �2222�/H.263

Number of pixels per line and number of lines for each of the H.263 picture formats

Picture Format�number of pixels for luminance (dx)�number of lines for luminance (dy)�number of pixels for chrominance (dx/2)�number of lines for chrominance (dy/2)��sub-QCIF�128�96�64�48��QCIF�176�144�88�72��CIF�352�288�176�144��4CIF�704�576�352�288��16CIF�1408�1152�704�576��

For alleach of the picture formats, colour difference samples are sited such that their block boundaries coincide with luminance block boundaries as shown in FIGURE 2/H.263. The pixel aspect ratio is the same for each of the standardizedse picture formats and is the same as defined for QCIF and CIF in Recommendation H.261: (4/3)*(288/352). The picture area covered by all of the standardized picture formats, except the sub-QCIF picture format, has an aspect ratio of 4:3. Custom picture formats can have either the standard pixel aspect ratio or, optionally, a custom pixel aspect ratio as specified in Table 3, if the custom pixel aspect ratio use is first negotiated by external means.  Custom picture formats can have any number of lines and any number of pixels per line, provided that the number of lines is divisible by four and is in the range [4,...,1152], and provided that the number of pixels per line is also divisible by four and is in the range [4,...2048].  For picture formats having a width or height that is not divisible by 16, the pictureure is decoded in the same manner as if the width or height had the nextleast larger size that would be divisible by 16 and then the picture is cropped at the right and the bottom to the proper width and height for display purposes only.







TABLE �SEQ Table \* ARABIC �333�/H.263

Custom Pixel Aspect Ratios

Pixel Aspect Ratio�Pixel Width : Pixel Height��CIF�12:11��SIF�10:11��Square�1:1��Extended PAR�m:n, m and n are relatively prime��

All decoders and encoders shall be able to operate using the CIF picture clock frequency. Some decoders and encoders may also support custom picture clock frequencies. All decoders shall be able to operate using the sub-QCIF picture format. All decoders shall also be able to operate using the QCIF picture format. Some decoders may also operate with CIF, 4CIF, or 16CIF, or custom picture formats. Encoders shall be able to operate with one of the picture formats sub-QCIF and QCIF. The encoders determine which of these two formats are used, and are not obliged to be able to operate with both. Some encoders can also operate with CIF, 4CIF, or 16CIF, or custom picture formats. Which optional formats and picture clock frequencies can be handled by the decoder is signalled by external means, for example Recommendation H.245. For a complete overview of possible picture formats and video coding algorithms refer to the terminal description, for example Recommendation H.324.



...



4.2.1.	GOBs, macroblocks and blocks

Each picture is divided into groups of blocks (GOBs). A group of blocks (GOB) comprises of k*16 lines, depending on the number of lines in the picture format (k = 1 if the number of lines is less than 500for sub-QCIF, QCIF and CIF; k = 2 if the number of lines is at least 500 and less than 996for 4CIF; and k = 4 if the number of lines is at least 996for 16CIF). Thus tThe number of GOBs per picture is 6 for sub-QCIF, 9 for QCIF, and 18 for CIF, 4CIF and 16CIF. The GOB numbering is done by use of vertical scan of the GOBs, starting with the upper GOB (number 0) and ending with the lower GOB. An example of the arrangement of GOBs in a picture is given for the CIF picture format in FIGURE 4/H.263. Data for each GOB consists of a GOB header (may be empty) followed by data for macroblocks. Data for GOBs is transmitted per GOB in increasing GOB number, unless the optional Slice Structured mode is used (see Annex K)..







�����0������������1������������2������������3������������4������������5������������6������������7������������8������������9������������10������������11������������12������������13������������14������������15������������16������������17�������FIGURE � SEQ Figure \* ARABIC �2224�/H.263

Arrangement of Group of Blocks in a CIF picture
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5.1.2.	Temporal Reference (TR) (8 bits)

The value of TR is formed by incrementing its value in the previously transmitted picture header by one plus the number of non-transmitted pictures at the picture clock frequency since the previously transmitted one. The interpretation of TR depends on the picture clock frequency. Under the standard CIF picture clock frequency,  TR is a 8-bit number which can have 256 possible values. The arithmetic is performed with only the eight LSBs. If a custom picture clock frequency is signalled in the Extended PTYPE, Extended TR in section ?.?.? and TR forms a 10-bit number where TR stores the eight LSBs. The arithmetic in this case is performed with the ten LSBs. In the optional PB-frames mode, TR only addresses P-pictures; for the temporal reference for B-pictures refer to section 5.1.7.





5.1.3.	Type Information (PTYPE) (13 bits)

Information about the complete picture:

	Bit 1	Always “1”, in order to avoid start code emulation.

	Bit 2	Always “0”, for distinction with H.261,

	Bit 3	Split screen indicator, “0” off, “1” on,

	Bit 4	Document camera indicator, “0” off, “1” on,

	Bit 5	Full-Picture Freeze Picture Release, “0” off, “1” on,

	Bit 6-8	Source Format, “000” forbidden, “001” sub-QCIF, “010” QCIF, “011” CIF, 				“100” 4CIF, “101” 16CIF, “110” custom source formatextended PTYPE, “111” extended PTYPEreserved,

	Bit 9	Picture Coding Type, “0” INTRA (I-picture), “1” INTER (P-picture),

	Bit 10	Optional Unrestricted Motion Vector mode, “0” off, “1” on,

	Bit 11	Optional Syntax-based Arithmetic Coding mode, “0” off, “1” on,

	Bit 12	Optional Advanced Prediction mode, “0” off, “1” on,

	Bit 13	Optional PB-frames mode, “0” normal I- or P-picture, “1” PB-frame.



Split screen indicator is a signal that indicates that the upper and lower half of the decoded picture could be displayed side by side. This bit has no direct effect on the encoding or decoding of the picture.

Freeze Picture Release is a signal from an encoder which responds to a request for packet retransmission (if not acknowledged) or fast update request (see also Annex C) and allows a decoder to exit from its freeze picture mode and display decoded picture in the normal manner. 

If bit 6-8 indicate a different source format than in the previous picture header, the current picture shall be an I-picture.

Bit 10-13 refer to optional modes that are only used after negotiation between encoder and decoder (see also the Annexes D, E, F and G, respectively). If bit 9 is set to “0”, bit 13 shall be set to “0” as well.

5.1.4	Extended PTYPE (EPTYPE) (14 bits)

A fixed length codeword of 6 bits which indicates the source format and the status of a set of extended functionalities:

	Bit 1-3	Source Format, “000” forbidden, “001” sub-QCIF, “010” QCIF, “011” CIF, 				“100” 4CIF, “101” 16CIF, “110” custom source format, “111” reserved,

	Bit 4	Optional Advanced Intra Coding mode, “0” off, “1” on,

	Bit 5	Optional Deblocking Filter mode, “0” off, “1” on,

	Bit 6	Optional Slice Structured mode, “0” off, “1” on.

	Bit 7	Optional Custom PCF, “0” CIF PCF, “1” custom PCF.

	Bit 8	Optional Back-Channel Operation mode, “0” off, “1” on.

	Bit 9	Optional SNR and Spatial Scalability mode

	Bit 10	Optional True-B frame mode

	Bit 11	Optional Reference-Picture Resampling mode

	Bit 12	Optional Reduced-Resolution Update mode

	Bit 13	Rsserved

	Bit 14	Reserved

If bit 7 indicates the use of an optional custom picture clock frequency (PCF), the PCF shall be indicated in the Custom Picture Clock Frequency Code, CPCFC. If this bit changes from the previous picture header, the current frame shall be an I-picture.

5.1.5	Custom Source Format (CSFMT) (22 bits)

A fixed length codeword of 22 bits that is present only if the use of a custom source format is signalled in PTYPE or EPTYPE.  When present, CSFMT consists of:

	Bit 1-3	    Pixel Aspect Ratio Code: A 3-bit index to the PAR value in table ?. For extended PAR, 

		    the exact pixel aspect ratio shall be specified in EPAR (section ?.?.?).,

	Bit 4-12	    Frame Width Indication: Range [0,...,511]; Number of pixels per line = (FWI+1)*4,

	Bit 13	    Equal to “1” to prevent start code emulation,

	Bit 14-22   Frame Height Indication: Range [0,...,287]; Number of lines = (FHI+1)*4.   

TABLE ?/H.263

PAR Code table

PAR Code�Pixel Aspect Ratios��000�forbidden��001�12:11 (CIF)��010�1:1 (Square)��011�10:11 (SIF)��100-110�reserved��111�extended PAR��

5.1.6.	Extended Pixel Aspect Ratio (EPAR) (8 bits)

A fixed length codeword of 8 bits that is present only if extended PAR is indicated in the CSFMT. When present, EPAR consists of:

	Bit 1-4	PAR Width : “0” is forbidden. It is the natural binary representation of the PAR width,

	Bit 5-8	PAR Height: “0” is forbidden. It is the natural binary representation of the PAR height.

The PAR Width and PAR Height shall be relatively prime.   



5.1.74.	Quantizer Information (PQUANT) (5 bits)

A fixed length codeword of 5 bits which indicates the quantizer QUANT to be used for the picture until updated by any subsequent GQUANT or DQUANT. The codewords are the natural binary representations of the values of QUANT which, being half the step sizes, range from 1 to 31.



5.1.85.	Continuous Presence Multipoint (CPM) (1 bit)

A codeword of 1 bit that signals the use of the optional Continuous Presence Multipoint mode (CPM); “0” is off, “1” is on. For the use of CPM refer to Annex C.



5.1.96.	Picture Sub Bitstream Indicator (PSBI) (2 bits)

A fixed length codeword of 2 bits that is only present if Continuous Presence Multipoint mode is indicated by CPM. The codewords are the natural binary representation of the sub-bitstream number for the picture header and all following information until the next Picture or GOB start code (see also Annex C).

5.1.10.	Custom Picture Clock Frequency Code (CPCFC) (6 bits)

A fixed length codeword of 6 bits that is present only if custom picture clock frequency is signalled in EPTYPE. When present, CPCFC consists of:

	Bit 1	Clock Conversion Code: “0” indicates a clock conversion factor of 1000 and “1” indicates 1001.

	Bit 2-6	Clock Diviser: “0” is forbidden. The natural binary representation of the value of the clock diviser. 

		The custom picture clock frequency is given by 600 000/(clock diviser * clock conversion factor).

If CPCFC changes from the previoius picture header, the current frame shall be an I-picture.

5.1.11.	Extended Temporal Reference (ETR) (2 bits)

A fixed length codeword of 2 bits which is present only if custom picture clock frequency is signalled in EPTYPE. It is the two MSBs of the 10-bit number defined in section ?.?.?. 

�5.1.12	Mode Flags of Back-Channel Operation (MF) (2 bits)

A fixed length codeword of 2 bits that is present only if the optional error resilient mode by backward channel operation is signaled in PTYPE or EPTYPE. When presents, MF indicates which type of backward channel message is needed by the encoder.

00: reserved

01: need ACK signal to be returned�10: need NACK signal to be returned �11: need both ACK and NACK signal to be returned

5.1.13	Back-Channel Mode Switch (BCMSW) (1 bit)

A fixed length codeword of 1 bits that is present only if the optional error resilient mode by backward channel operation is signaled in PTYPE or EPTYPE. When presents, the switch (BCMSW) indicates the existence of the following TRP field. 

0: TRP field does not exist. �1: TRP field does exist.

5.1.14	Temporal Reference for Prediction (TRP) (8/10 bits)

A fixed length codeword of 8 or 10 bits that is present only if BCMSW signals the existence of TRP field. TRP indicates the Temporal Reference of the GOB which is used for prediction of the encoding of the current GOB. 



5.1.15.	Temporal Reference for B-pictures (TRB) (3/5 bits)

TRB is present if PTYPE indicates ‘PB-frame’ (see also Annex G) and indicates the number of non-transmitted pictures (at 29.97 Hz or the custom picture clock frequency indicated in CPCFC) since the last P- or I-picture and before the B-picture. The codeword is the natural binary representation of the number of non-transmitted pictures plus one. It is 3-bit long for standard CIF picture clock frequency and is extended to five bits when a custom picture clock frequency is indicated in EPTYPE.The maximum number of non-transmitted pictures is 6 for the standard CIF picture clock frequency and 31 when a custom picture clock frequency is used.

5.1.7	Temporal Reference for B-pictures (TRB) (3 bits)

TRB is present if PTYPE indicates ‘PB-frame’ (see also Annex G) and indicates the number of non-transmitted pictures (at 29.97 Hz) since the last P- or I-picture and before the B-picture. The codeword is the natural binary representation of the number of non-transmitted pictures plus one. The maximum number of non-transmitted pictures is 6.



5.1.168.	Quantization information for B-pictures (DBQUANT) (2 bits)

DBQUANT is present if PTYPE indicates ‘PB-frame’ (see also Annex G). In the decoding process a quantization parameter QUANT is obtained for each macroblock. With PB-frames QUANT is used for the P-block, while for the B-block a different quantization parameter BQUANT is used. QUANT ranges from 1 to 31. DBQUANT indicates the relation between QUANT and BQUANT as defined in � REF _Ref321875161 \* MERGEFORMAT �TABLE 4443/H.263TABLE 443/H.263TABLE 43/H.263TABLE 3/H.263�. In this table, “/” means division by truncation. BQUANT ranges from 1 to 31; if the value for BQUANT resulting from � REF _Ref321875161 \* MERGEFORMAT �TABLE 4443/H.263TABLE 443/H.263TABLE 43/H.263TABLE 3/H.263� is greater than 31, it is clipped to 31.

TABLE �SEQ Table \* ARABIC �4443�/H.263

DBQUANT codes and relation between QUANT and BQUANT

DBQUANT�BQUANT��00�(5xQUANT)/4��01�(6xQUANT)/4��10�(7xQUANT)/4��11�(8xQUANT)/4��



5.1.179.	Extra Insertion Information (PEI) (1 bit)

A bit which when set to "1" signals the presence of the following optional data field.



5.1.18.	Supplemental Information (PSUPP) (0/8/16 . . . bits)

If PEI is set to "1", then 9 bits follow consisting of 8 bits of data (PSUPP) and then another PEI bit to indicate if a further 9 bits follow and so on. Encoders shall use PSUPP as specified in Annex L. Decoders which do not support the extended functionalities described in Annex J shall be designed to discard PSUPP if PEI is set to 1.  This enables backward compatibility for the extended functionalities of Annex J so that a bitstream which makes use of the extended functionalities can also be used without alteration by decoders which do not support those functionalities. 

5.1.10.	Spare Information (PSPARE) (0/8/16 . . . bits)

If PEI is set to "1", then 9 bits follow consisting of 8 bits of data (PSPARE) and then another PEI bit to indicate if a further 9 bits follow and so on. Encoders shall not insert PSPARE until specified by the ITU. Decoders shall be designed to discard PSPARE if PEI is set to 1. This will allow the ITU to specify future backward compatible additions in PSPARE. If PSPARE is followed by PEI=0, PSPARE=xx000000 is prohibited in order to avoid start code emulation (x=don’t care, so 4 out of 256 values are prohibited).



5.1.19.1	Stuffing (ESTUF) (Variable length)

A codeword of variable length consisting of less than 8 zero-bits. Encoders may insert this codeword directly before an EOS codeword. If ESTUF is present, the last bit of ESTUF shall be the last (least significant) bit of a byte, so that the start of the EOS codeword is byte aligned. Decoders shall be designed to discard ESTUF.



5.1.2012.	End Of Sequence (EOS) (22 bits)

A codeword of 22 bits. Its value is  0000 0000 0000 0000 1 11111. It is up to the encoder to insert this codeword or not. EOS may be byte aligned. This can be achieved by inserting ESTUF before the start code such that the first bit of the start code is the first (most significant) bit of a byte.



5.1.2113.	Stuffing (PSTUF) (Variable length)

A codeword of variable length consisting of less than 8 zero-bits. Encoders shall insert this codeword for byte alignment of the next PSC. The last bit of PSTUF shall be the last (least significant) bit of a byte, so that the video bitstream including PSTUF is a multiple of 8 bits from the first bit in the H.263 bitstream. Decoders shall be designed to discard PSTUF.

If for some reason the encoder stops encoding pictures for a certain time period and resumes encoding later, PSTUF shall be transmitted before the encoder stops, to prevent that the last up to 7 bits of the previous picture are not sent until the coder resumes coding.



5.1.9.	Extra Insertion Information (PEI) (1 bit)

A bit which when set to "1" signals the presence of the following optional data field.



5.1.10.	Spare Information (PSPARE) (0/8/16 . . . bits)

If PEI is set to "1", then 9 bits follow consisting of 8 bits of data (PSPARE) and then another PEI bit to indicate if a further 9 bits follow and so on. Encoders shall not insert PSPARE until specified by the ITU. Decoders shall be designed to discard PSPARE if PEI is set to 1.



...�

Annex B

Hypothetical Reference Decoder

(This annex forms an integral part of this Recommendation)





The Hypothetical Reference Decoder (HRD) is defined as follows.



B.1 The HRD and the encoder have the same clock frequency as well as the same pictureCIF clock frequencyrate, and are operated synchronously.

B.2 The HRD receiving buffer size is (B  +  BPPmaxKb * 1024 bits) where (BPPmaxKb * 1024) is the maximum number of bits per picture that has been negotiated for use in the bitstream (see section 3.6). The value of B is defined as follows:

 	B = 4 . Rmax / PCF 

where PCF is the effective picture clock frequency,

	B = 4 . Rmax / 29.97 

where 29.97 is  in Hz and Rmax is the maximum video bitrate during the connection in bits per second. The effective picture clock frequency is the standard CIF picture clock frequency unless a custom PCF is specified in the CPCFC field of the picture header.  This value for B is a minimum. An encoder may use a larger value for B, provided the larger number is first negotiated by external means, for example Recommendation H.245.

The value for Rmax depends on the system configuration (for example GSTN or ISDN, single or multi-link) and may be equal to the maximum bitrate supported by the physical link. Negotiation of Rmax is done by external means, for example Recommendation H.245.



B.3 The HRD is initially empty.



B.4 The HRD buffer is examined at picture clockCIF intervals (1000 / PCF29.97 ms). If at least one complete coded picture is in the buffer then all the data for the earliest picture is instantaneously removed (e.g. at tn+1 in � REF _Ref342381453 \* MERGEFORMAT �FIGURE 43

/H.263FIGURE 43

/H.263FIGURE 43

/H.263FIGURE 14/H.263�). Immediately after removing the above data the buffer occupancy must be less than B. This is a requirement on the coder output bitstream including coded picture data and MCBPC and STUF stuffing but not error correction framing bits, fill indicator (Fi), fill bits or error correction parity information described in Annex H.



For the purposes of this definition, a complete coded picture is a normal I- or P-picture or a PB-frame.



To meet this requirement the number of bits for the (n+1)th coded picture dn+1 must satisfy:



�EMBED EQUATION ���



where

	bn is the buffer occupancy just after time tn;

	tn is the time the nth coded picture is removed from the HRD buffer;

	R(t) is the video bitrate at time t.



�EMBED MSDraw   \* MERGEFORMAT���

FIGURE � SEQ Figure \* ARABIC �33314�/H.263

HRD buffer occupancy

[Ed. Note: The CIF picture interval in the HRD buffer occupancy figure needs to be changed to just picture interval.] 







�Annex B

Hypothetical Reference Decoder

(This annex forms an integral part of this Recommendation)



The Hypothetical Reference Decoder (HRD) is defined as follows.



B.1 The HRD and the encoder have the same clock frequency as well as the same picture frequency, and are operated synchronously.



B.2 The HRD receiving buffer size is (B  +  BPPmaxKb * 1024 bits) where (BPPmaxKb * 1024) is the maximum number of bits per picture that has been negotiated for use in the bitstream (see section 3.6). The value of B is defined as follows:

	B = 4 . Rmax / picture frequency 

where picture frequency can be CIF picture frequency or custom picture frequency if its use is indicated in EPTYPE and Rmax is the maximum video bitrate during the connection in bits per second. This value for B is a minimum. An encoder may use a larger value for B, provided the larger number is first negotiated by external means, for example Recommendation H.245.

The value for Rmax depends on the system configuration (for example GSTN or ISDN, single or multi-link) and may be equal to the maximum bitrate supported by the physical link. Negotiation of Rmax is done by external means, for example Recommendation H.245.



B.3 The HRD is initially empty.



B.4 The HRD buffer is examined at picture interval (1000/picture frequency ms). If at least one complete coded picture is in the buffer then all the data for the earliest picture is instantaneously removed (e.g. at tn+1 in � REF _Ref342381453 \* MERGEFORMAT �FIGURE 43

/H.263FIGURE 314/H.263�). Immediately after removing the above data the buffer occupancy must be less than B. This is a requirement on the coder output bitstream including coded picture data and MCBPC and STUF stuffing but not error correction framing bits, fill indicator (Fi), fill bits or error correction parity information described in Annex H.



For the purposes of this definition, a complete coded picture is a normal I- or P-picture or a PB-frame.



To meet this requirement the number of bits for the (n+1)th coded picture dn+1 must satisfy:



�EMBED EQUATION ���



where

	bn is the buffer occupancy just after time tn;

	tn is the time the nth coded picture is removed from the HRD buffer;

	R(t) is the video bitrate at time t.





�EMBED MSDraw   \* MERGEFORMAT���

FIGURE � SEQ Figure \* ARABIC �43�

/H.263

HRD buffer occupancy

[Ed. Note: The CIF picture interval in the HRD buffer occupancy figure needs to be changed to just picture interval.] 



Annex G

PB-frames mode

(This annex forms an integral part of this Recommendation)

... 

G.4.	Calculation of vectors for the B-picture in a PB-frame

The vectors for the B-picture are calculated as follows (see also section 6.1.1). Assume we have a vector component MV in half pixel units to be used in the P-picture (MV represents a vector component for an 8*8 luminance block; if only one vector per macroblock is transmitted, MV has the same value for each of the four 8*8 luminance blocks). For prediction of the B-picture we need both forward and backward vector components MVF and MVB. These forward and backward vector components are derived from MV and eventually enhanced by a delta vector given by MVDB. 



TRD:	The increment of the temporal reference TR (or the combined extended temporal reference ETR and temporal reference TR when custom picture clock frequency is signalled in ETYPE) from the last picture header (see Ssection 5.1.2). If TRD is negative then TRD = TRD +  d where d = 256 for CIF picture frequency and 1024 for any custom picture clock frequency

TRB:	See section 5.1.7.

...�

L.13	Chroma Keying Flag

The Chroma Keying Flag indicates that the chroma keying technique is used to represent “transparent” pixels in the decoded pictures.  When being presented on the display, these “transparent” pixels are not displayed.  Instead, the background in the display frame buffer is revealed.  One byte is used to indicate the chroma key value for each component (Y, U, or V) to which chroma keying is applied.  To represent pixels that are to be “semi-transparent”, two threshold values, denoted as T1 and T2, are used.  Let alpha denote the transparency of a pixel; alpha=255 indicates that the pixel is opaque, and alpha=0 indicates that the pixel is transparent.  The alpha value is calculated as follows:



Calculate distance:

� EMBED Equation.2  ���



(If not all the components are chroma keyed, only terms representing the chroma keyed components are in the right hand side of the above equation)



if � EMBED Equation.2  ���   then   alpha = 0,



else if� EMBED Equation.2  ���  then  � EMBED Equation.2  ���,



else if � EMBED Equation.2  ���  then   alpha = 255



Syntax



1 bit (TRANS): To indicate chroma keying

8 bits (ORD), Representation order:  To be used when multiple video streams are to be displayed.  Video streams with higher ORD cover video streams with lower ORD.  

3 bits (KY,KU,KV): To indicate which components are chroma keyed.  (The first bit for Y, the second for U, the third for V)

If KY=KU=KV=0, the chroma key used for the previous frame is used.  If the current frame is the first frame of a sequence, the default chroma key, Y=50, U=220, and V=100, is used. 

If KY=1, 8 bits to represent the Y value of the chroma key

If KU=1, 8 bits to represent the U value of the chroma key

If KV=1, 8 bits to represent the V value of the chroma key

1 bits (TH): To indicate whether the two thresholds are used

If TH=1, 8 bits to represent T1, and 8 bits to represent T2.

Annex I

Advanced Intra Coding mode with Alternate Inter VLC

(This annex forms an integral part of this Recommendation)







This annex describes the optional Advanced Intra Coding mode of H.263. The capability of this mode of H.263 is signaled by external means (for example Recommendation H.245). The use of this mode is indicated in the picture header.



[Ed. Note: We must specify how this option interacts with SAC. Probably have to require that the two options can’t be turned on simulataneously.]]



This mode also includes the use of a double-escape code structure in both VLC tables when the alternate Inter VLC is allowed.  The double-escape code structure will reserve one escape-code LEVEL value as a double escape code to be followed by a fixed length code for very large coefficient values.  The fixed-length code is designed to have sufficient bits in length to allow any theoretically achievable range on LEVEL, thus preventing clipping of coefficient values.  This may amount to about 13 bits of fixed-length additional code added when the double escape mechanism is invoked.  The double-escape code mechanism is only allowed when the QP value is sufficiently small to make it possible to encounter an out-of-range value of a coefficient if the double-escape mechanism were not used.  This feature needs to be integrated into the description of the rest of the entropy code structure for the coefficients.

I.1	Introduction



This optional Annex describes a method to improve intra-block coding by using a separate VLC for INTRA VLC coefficients, intra-block prediction and a modified INTRA DC quantizer. A particular block may be predicted from the block above or the block to the left of the current block being decoded. An exception occurs in the special case of an isolated intra-coded macroblock in an inter coded frame with neither macroblock above or to the left being intra-coded. In this case, no prediction occurs. In prediction, DC coefficients are always predicted in some manner, while either the first row or column of AC coefficients may or may not be predicted as signaled on a macroblock-by-macroblock basis.  Dequantization of the INTRA DC coefficient is identical to dequantization of AC coefficients for predicted blocks, unlike the main text of Recommendation H.263 where a fixed dequantizer of 8 is used for INTRA DC coefficients.



[Ed. Note: The exception rule for isolated INTRA blocks is different than MPEG4. MPEG4 uses 128 as DC predictors.]

I.2	Syntax



The value of the mode is transmitted in the macroblock data according to the following syntax in Figure 1/Annex I.  The mode is coded using the variable length code in Table 1/Annex I.  One mode is transmitted per macroblock.



[Note: if MPEG fails to adopt this, we may reconsider??.]



COD�INTRA_MODE�MCBPC�MODB�CBPB�CBPY�DQUANT��

Figure 1/Annex I  Structure of macroblock layer



Table 1/Annex I VLC for Intra Coding Mode

Index�Prediction Mode�VLC��0�0 (DC Only)�0��1�1 (Vertical DC & AC)�10��2�2 (Horizontal DC & AC)�11��

I.3.	Decoding Process



Two scans in addition to the zigzag scan are employed; all three scans are shown in Figs. 2/Annex I (a), (b) and (c).

For intra predicted blocks, if Prediction Mode=0, zigzag scan is selected for all blocks in a macroblock, otherwise, prediction direction is used to select a scan on block basis.  For instance if the prediction refers to the horizontally adjacent block, alternate-vertical scan is selected for the current block, otherwise (for DC prediction referring to vertically adjacent block), alternate-horizontal scan is used for the current block.



For non intra blocks, the 8x8 blocks of transform coefficients are scanned with “zigzag” scanning as listed in Fig. 2/Annex I (c).



0�1�2�3�10�11�12�13��0�4�6�20�22�36�38�52���4�5�8�9�17�16�15�14��1�5�7�21�23�37�39�53���6�7�19�18�26�27�28�29��2�8�19�24�34�40�50�54���20�21�24�25�30�31�32�33��3�9�18�25�35�41�51�55���28�23�34�35�42�43�44�45��10�17�26�30�42�46�56�60���36�37�40�41�46�47�48�49��11�16�27�31�43�47�57�61���38�39�50�51�56�57�58�59��12�15�28�32�44�48�58�62���52�53�54�55�60�61�62�63��13�14�29�33�45�49�59�63���Figure 2(a) Alternate-Horizontal scan    Figure 2(b) Alternate-Vertical (MPEG-2) scan	   



0�1�5�6�14�15�27�28��2�4�7�13�16�26�24�42��3�8�12�17�25�30�41�43��9�11�18�24�31�40�44�53��10�19�23�32�39�45�52�54��20�22�33�38�46�51�55�60��21�34�37�47�50�56�59�61��35�36�48�49�57�58�62�63��Figure 2(c)  Zigzag scan.





A separate VLC table is used for all INTRA DC and AC coefficients. This table is specified in Table 2/Annex I.



Depending on the value of INTRA_MODE either one or eight coefficients are prediction residuals that must be added to a predictor as described below. Figure 2/Annex I shows three � EMBED Equation.2  ���blocks of quantized DCT levels and prediction residuals labeled A(u,v), B(u,v) and E(u,v), where u and v are row and column indices, respectively. 

���

v�0�1�2�3�4�5�6�7���(�������������������������������������������������������������������������������u ����������0�(���������1����������2����������3����������4����������5����������6����������7����������(������������������������������������������������������������������������

Figure 2/Annex I  Three Neighboring Blocks in the DCT domain.



E(u,v) denotes the current block that is being decoded.  A(u,v) denotes the block immediately above E(u,v) and B(u,v) denotes the block immediately to the left of E(u,v). Define C(u,v) to be the actual quantized DCT coefficients. The quantized levels C(u,v) are recovered by adding E(u,v) to the appropriate prediction as signaled in the INTRA_MODE field. The reconstruction for each coding mode is given below.



mode 0: DC prediction only. 

C(0,0) = E(0,0) + ( A(0,0) QPA // QPC + B(0,0) QPB // QPC )//2	,and

C(u,v) = E(u,v)				u(0, v(0, u = 0..7, v = 0..7.		(2)



mode 1: DC and AC prediction from the block above.

C(0,v) = E(0,v) + A(0,v) QPA // QPC	v = 0…7,

C(u,v) = E(u,v)				u = 1..7, v = 0..7.				(3)



mode 2: DC & AC prediction from the block to the left.

C(u,0) = E(u,0) + B(u,0) QPB // QPC	u = 0...7, and

C(u,v) = E(u,v)				u = 0..7, v = 1..7.				(4)



Here, QPA, QPB and QPC denote the QP value used for A(u,v), B(u,v) and C(u,v), respectively. 



At the boundary of a picture, the boundary of a GOB if GOB header is used, or boundary of a slice, the value of 1024/(2 QP), where QP is specified in the picture header, is used as DC levels occuring outside the picture, GOB or slice boundary. Similarly, a value of 0 is substituted for AC levels of the blocks that fall outside the boundary of the picture,  GOB if GOB header is used, or slice. An exception to this rule is for mode 0 prediction at picture, GOB (if GOB header is used) and slice boundaries. In that case, if one of the DC predictors falls inside the boundary, then the DC predictor outside the boundary is replaced with DC predictor inside the boundary.



<Ed. Note: At the time of this writing it was not clear whether the 1024/(2QP) boundary values, and DC handling outside boundaries was accepted.>



Dequantization for AC coefficients is identical to that in Recommendation H.263. Dequantization for predicted DC coefficients is identical to the process applied to AC coefficients.





I.4.	Advanced Inter Coding with Automatic Switching Between Two VLC Tables

I.4.1	Overview

The idea behind that INTRA VLC is to use the same codewords as in the INTER VLC (from H.263) but with different interpretation of LEVEL and RUN.  The INTRA VLC is better suited in cases where there are many and/or large coefficients.

The INTRA VLC is constructed so that codewords have the same value for LAST (0 or 1) in both the INTER and INTRA tables.

The INTRA table is therefore produced by "reshuffling" the meaning of the codewords with the same value of LAST.  Furthermore, events with large LEVEL the INTRA table use a codeword which in the INTER table have large RUN.

I.4.2.	Encoder action.

The encoder will use the INTRA VLC table for coding a INTER block if the following two criteria are satisfied:

The INTRA VLC result in fewer bits than the INTER VLC.

If the coefficients are coded with the INTRA VLC table, but the decoder assumes that the INTER VLC is used, coefficients outside the 64 coefficients of a 8x8 block are addressed.

With many large coefficients, this will easily happen due to the way the INTRA VLC was produced (see above).

I.4.3.	Decoder action

The decoder first receive all coefficient codes of a block.

The codewords are then interpreted assuming that INTER VLC is used.  If the addressing of coefficients stay inside the 64 coefficients of a block, the decoding is finished.

If coefficients outside the block are addressed, interpret the codewords according to the INTRA VLC.







[Ed. Note: The table below should be sorted by Last, Run, Level.]

[Ed. Note: It’s believed that the new table is only used for Y in MPEG4.]



Table 2/Annex I VLC for INTRA TCOEF



INDEX�LAST�RUN�LEVEL�BITS�VLC CODE��INDEX�LAST�RUN�LEVEL�BITS�VLC CODE��0�0�0�1�3�10s��58�1�0�1�5�0111 s��1�0�1�1�5�1111 s��59�1�14�1�10�0000 1100 1s��2�0�3�1�7�0101 01s��60�1�20�1�12�0000 0000 101s��3�0�5�1�8�0010 111s��61�1�1�1�7�0011 11s��4�0�7�1�9�0001 1111 s��62�1�19�1�12�0000 0000 100s��5�0�8�1�10�0001 0010 1s��63�1�2�1�7�0011 10s��6�0�9�1�10�0001 0010 0s��64�1�3�1�7�0011 01s��7�0�10�1�11�0000 1000 01s��65�1�0�2�7�0011 00s��8�0�11�1�11�0000 1000 00s��66�1�5�1�8�0010 011s��9�0�4�3�12�0000 0000 111s��67�1�6�1�8�0010 010s��10�0�9�2�12�0000 0000 110s��68�1�4�1�8�0010 001s��11�0�13�1�12�0000 0100 000s��69�1�0�3�8�0010 000s��12�0�0�2�4�110s��70�1�9�1�9�0001 1010 s��13�0�1�2�7�0101 00s��71�1�10�1�9�0001 1001 s��14�0�1�4�9�0001 1110 s��72�1�11�1�9�0001 1000 s��15�0�1�5�11�0000 0011 11s��73�1�12�1�9�0001 0111 s��16�0�1�6�12�0000 0100 001s��74�1�13�1�9�0001 0110 s��17�0�1�7�13�0000 0101 0000s��75�1�8�1�9�0001 0101 s��18�0�0�3�5�1110 s��76�1�7�1�9�0001 0100 s��19�0�3�2�9�0001 1101 s��77�1�0�4�9�0001 0011 s��20�0�2�3�11�0000 0011 10s��78�1�17�1�10�0000 1100 0s��21�0�3�4�13�0000 0101 0001s��79�1�18�1�10�0000 1011 1s��22�0�0�5�6�0110 1s��80�1�16�1�10�0000 1011 0s��23�0�4�2�10�0001 0001 1s��81�1�15�1�10�0000 1010 1s��24�0�3�3�11�0000 0011 01s��82�1�2�2�10�0000 1010 0s��25�0�0�4�6�0110 0s��83�1�1�2�10�0000 1001 1s��26�0�5�2�10�0001 0001 0s��84�1�0�6�10�0000 1001 0s��27�0�5�3�13�0000 0101 0010s��85�1�0�5�10�0000 1000 1s��28�0�2�1�6�0101 1s��86�1�4�2�11�0000 0001 11s��29�0�6�2�11�0000 0011 00s��87�1�3�2�11�0000 0001 10s��30�0�0�25�13�0000 0101 0011s��88�1�1�3�11�0000 0001 01s��31�0�4�1�7�0100 11s��89�1�0�7�11�0000 0001 00s��32�0�7�2�11�0000 0010 11s��90�1�2�3�12�0000 0100 100s��





INDEX�LAST�RUN�LEVEL�BITS�VLC CODE��INDEX�LAST�RUN�LEVEL�BITS�VLC CODE��33�0�0�24�13�0000 0101 0100s��91�1�1�4�12�0000 0100 101s��34�0�0�8�7�0100 10s��92�1�0�9�12�0000 0100 110s��35�0�8�2�11�0000 0010 10s��93�1�0�8�12�0000 0100 111s��36�0�0�7�7�0100 01s��94�1�21�1�13�0000 0101 1000s��37�0�2�4�11�0000 0010 01s��95�1�22�1�13�0000 0101 1001s��38�0�0�6�7�0100 00s��96�1�23�1�13�0000 0101 1010s��39�0�12�1�11�0000 0010 00s��97�1�7�2�13�0000 0101 1011s��40�0�0�9�8�0010 110s��98�1�6�2�13�0000 0101 1100s��41�0�0�23�13�0000 0101 0101s��99�1�5�2�13�0000 0101 1101s��42�0�2�2�8�0010 101s��100�1�3�3�13�0000 0101 1110s��43�0�1�3�8�0010 100s��101�1�0�10�13�0000 0101 1111s��44�0�6�1�9�0001 1100 s��102�ESCAPE���7�0000 011��45�0�0�10�9�0001 1011 s���������46�0�0�12�10�0001 0000 1s���������47�0�0�11�10�0001 0000 0s���������48�0�0�18�10�0000 1111 1s���������49�0�0�17�10�0000 1111 0s���������50�0�0�16�10�0000 1110 1s���������51�0�0�15�10�0000 1110 0s���������52�0�0�14�10�0000 1101 1s���������53�0�0�13�10�0000 1101 0s���������54�0�0�20�12�0000 0100 010s���������55�0�0�19�12�0000 0100 011s���������56�0�0�22�13�0000 0101 0110s���������57�0�0�21�13�0000 0101 0111s���������



Annex J

Deblocking Filter Mode

(This annex forms an integral part of this Recommendation)



J.1	Introduction

This annex describes the use of an optional block edge filter within the coding loop.  The main purpose of the block edge filter is to reduce blocking artifacts. The filtering is performed on 8x8 block edges and assumes that 8x8 DCT is used and that motion vectors may have either 8x8 or 16x16 resolution.  In case PB-frame option or any kind of B-frame option is selected, the present option applies only for the P- and I-frames.  (Possible filtering of B-frames is not a matter for standardisation, however some type of filtering is recommended for improved picture quality.)  The capability of this mode is signaled by external means (for example Recommendation H.245).  The use of this mode is indicated in the picture header. [Ed. Note: This mode automatically turns on the ability to use 8x8 motion vectors as described for the Advanced Prediction mode, however the OBMC part of the Advanced Prediction mode is only used if the Advanced Prediction mode is explicitly turned on.  This will be further clarified later.]

J.2	Definition of the edge filter.

The filter operations are performed along 8x8 block edges at the encoder as well as on the decoder side.  Filtering is performed on the complete reconstructed image data but before the clipping described in  paragraph 6.3.2 and before storing the data in the frame store for future prediction. No filtering is performed on frame and slice edges. Luminance as well as chrominance data is filtered.



If A,B,C and D are four pixel values on a line - horizontal or vertical - of the reconstructed picture, and A and B belong to one block called block1 whereas C and D belong to a neighboring block called block2 which is to the right or below of block1. Figure 1 shows examples for the position of these pixels. 





� EMBED Word.Picture.6  ���



 

One of the following conditions must be fulfilled in order to turn  the filter on for a particular edge:



* block1 belongs to a coded macro block (COD==0  ||  MB-type == INTRA )   or

* block2 belongs to a coded macro block (COD==0  ||  MB-type == INTRA )



B shall be replaced by B1 and C shall be replaced by C1 where:



 B1	=	B + d1

 C1	=	C - d1

 d1	=	SIGN(d) * ( MAX( 0,  |d|-MAX( 0, 2*|d| - QP)  )



   d	=	(3A-8B+8C-3D) / 16

QP	= 	quantization parameter of block2. 



 Figure 2  shows how the value of d is modified into d1 in order to make sure, that only edges are filtered that assumable represent an artifact and not a natural edge.  Resulting from this modification, only those pixels on an edge are filtered that present a step in luminance, that is smaller than QP. 





� EMBED Word.Picture.6  ���



The definition of d1 may seem a little complicated, but it guarantees, that small mismatches will remain small and will not build up during the sequence. This could happen with a condition that simply switches the filter on or off, because a mismatch of only (1 could then cause the filter to be switched on or off unexpectedly resulting in large differences between coder and decoder. 



Due to rounding effects, the order of edges where filtering is performed must be specified.  Filtering along horizontal edges shall be performed before filtering along vertical edges. 

Annex K

Slice Structured Mode

(This annex forms an integral part of this Recommendation)

K.1. 	Introduction



This annex describes the optional Slice Structured mode of H.263. The capability of this mode of H.263 is signaled by external means (for example Recommendation H.245). The use of this mode is indicated in the EPTYPE field of the picture header.



A slice is defined as a slice header followed by consecutive macroblocks in scanning order of a rectangular region. An exception is for the first slice that is transmitted for a picture (which is not necessarily the slice starting with macroblock 

0). In this case only part of the slice header is transmitted as described below. The width of the rectangular region is specified in the slice header in units of macroblocks. The slice layer is used in place of the GOB layer in this optional mode.  A slice shall start at macroblock boundaries in the picture. Slices for the same picture shall not overlap with each other, and every macroblock  shall belong to one and only one slice.



Slice boundaries are treated differently than simple macroblock boundaries. When indicated by EPTYPE, slice boundaries are treated as picture boundaries, including not having motion vectors point outside the same slice boundary of the previous frame. When EPTYPE indicates that slice boundaries are not treated as picture boundaries, motion vectors are permitted to point outside the same slice boundary of the previous frame, but Advanced Intra Coding still treats the slice boundary as if it were a picture boundary.  In addition,  the rules of calculating motion vectors are the same as if a GOB header were present (see section 6.1.1). The slices which together contain the macroblocks of a picture may appear in any order within the bitstream for that picture.



[Ed. Note: A bit which indicates a “submode” of this mode will be added to EPTYPE. It will indicate whether the slice boundaries are treated as picture boundaries for purposes of motion compensation. The interaction of this mode with OBMC may need to be refined - for now we assume it acts the same way as a GOB layer does.]

K.2. 	Structure of slice layer



Slice header is shown in Figure 1/Annex K for all slices except the first slice transmitted from a picture. For the first slice transmitted from a picture, only the MBA and SLICEWIDTH fields are included.



SSTUF�SSC�SQUANT�GSBI�GFID�MBA�SLICEWIDTH�Macroblock��FIGURE 1/Annex K

Structure of slice layer

Refer to section 5.2.4 for definition of GSBI; section 5.2.5 for  GFID, and section 5.3 for description of Macroblock layer.



[Ed. Note: The GFID is probably not sufficient to provide the full functionality that is attempted in this definition, as it cannot unambiguously indicate which frame the slice is associated with. This needs work.] 

K.3.	Stuffing (SSTUF) (Variable Length)

A codeword of variable length consisting of less than 8 bits. Encoders may insert this codeword directly before an SSC codeword. If SSTUF is present, the last bit of SSTUF shall be the last (least significant) bit of a byte, so that the start of the SSC codeword is byte aligned. Decoders shall be designed to discard SSTUF. Notice that 1 is used for stuffing within SSTUF. 

K.4. 	Slice Start Code (SSC) (17 bits)

A word of 17 bits. Its value is  0000 0000 0000 0000 1. Slice start codes may be byte aligned. This can be achieved by inserting SSTUF before the start code such that the first bit of the start code is the first (most significant) bit of a byte.

K.5.	Quantizer Information (SQUANT) (5 bits)

A fixed length codeword of 5 bits which indicates the quantizer QUANT to be used for that slice until updated by any subsequent DQUANT. The codewords are the natural binary representations of the values of QUANT which, being half the step sizes, range from 1 to 31.

K.6. 	Macroblock Address (MBA) ( 10 bits)

A fixed length codeword of 10 bits. The bits are the binary representation of the macroblock  number of the first macroblock in the current slice as counted from the beginning of the picture in scanning order.  MBA uniquely identifies which macroblock in the picture the current slice starts with.



 For the slice starting with macroblock number 0, the slice header including SSTUF, SSC, GSBI, GFID, MBA and SQUANT is empty; the PSC is used instead. 





K.7.	Slice Width in Macroblocks (SLICEWIDTH)

A fixed length codeword whose length depends on the current frame size is specified in the table below. For arbitrary frame sizes, the max value and field width are given by the next larger standard format size (QCIF, CIF, …) which forms a bounding rectangle to the arbitrary sized frame. SLICEWIDTH refers to the width of the current rectangular slice whose first macroblock (upper left) is specified by MBA. The calculation of the slice width is 



Actual Slice Width = SLICEWIDTH+1



hence a SLICEWIDTH of 0 refers to a rectangular slice of width 1.



Picture Format�Max Value�Field Width��sub-QCIF�7�3��QCIF�10�4��CIF�21�5��4CIF�43�6��16CIF�87�7��

[Editor’s Note: We can change the table so that SLICEWIDTH=0 corresponds to the slice width being the same as the picture width.]

 This will allow the ITU to specify future backward compatible additions in PSPARE. If PSPARE is followed by PEI=0, PSPARE=xx000000 is prohibited in order to avoid start code emulation (x=don’t care, so 4 out of 256 values are prohibited).





Annex L

Supplemental Enhancement Information Specification

(This annex forms an integral part of this Recommendation)



L.1	Introduction

This annex describes the format of the supplemental enhancement information sent in the PSUPP field of the picture layer of H.263. The capability of a decoder to provide any or all of the enhanced functionalities described in this annex may be signaled by external means (for example Recommendation H.245). Decoders which do not provide the enhanced functionalities may simply discard any PSUPP information bits that appear in the bitstream.  The presence of this supplemental enhancement information is indicated in PEI.



In this annex, a distinction is made between the “decoded picture” and the “displayed picture”.  For purposes of this annex, the “displayed picture” is a picture having the same source format as specified in the PTYPE of the current picture layer of the video bitstream syntax, and is constructed from the decoded picture, the prior displayed picture, and the additional supplementary data as described in this annex. [Note: A figure showing the relationship between the decoded picture and the displayed picture would be useful here.]

L.2.	PSUPP Format

The PSUPP data consists of a four-bit function type indication FTYPE, followed by a four-bit parameter data size specification DSIZE, followed by DSIZE octets of function parameter data, optionally followed by another function type indication, and so on.  One function type indication value is defined as an escape code to provide for future extensibility to allow definition of more than fifteen different functions.  A decoder which receives a function type indication which it does not support can discard the function parameter data for that function and then check for a subsequent function type indication which may be supported. The defined FTYPE values are shown in Table �SEQ Table \* ARABIC �555�.  [Ed. Note: A figure showing the format with FTYPE followed by DSIZE followed by parameter data followed by another FTYPE etc. would be useful here.]

TABLE 1/Annex L

FTYPE Function Type Values

0�Reserved��1�Do Nothing��2�Full-Picture Freeze Request��3�Partial-Picture Freeze Request��4�Resizing Partial-Picture Freeze Request��5�Partial-Picture Freeze-Release Request��6�Full-Picture Snapshot Tag��7�Partial-Picture Snapshot Tag��8�Video Segment Start Tag��9�Video Segment End Tag��10�Progressive Refinement Segment Start Tag��11�Progressive Refinement Segment End Tag��12�Chroma Key Information��13�Reserved��14�Reserved��15�Extended Function Type��

L.3	Do Nothing

The Do Nothing function indicates that no function is requested. This function is used to prevent start code emulation.  Whenever the last six bits of the final octet of the previous PSUPP information are all zero and no additional PSUPP function requests are to be sent, the Do Nothing function shall be inserted into PSUPP to prevent the possibility of start code emulation.  DSIZE must be zero for the Do Nothing function.

L.4	Full-Picture Freeze Request

The full-picture freeze request function indicates that the contents of the entire prior displayed video picture shall be kept unchanged, without updating the displayed picture using the contents of the current decoded picture.  The displayed picture shall then remain unchanged until the freeze picture release bit in the current PTYPE or in a subsequent PTYPE is set to 1, until a partial-picture freeze-release request is received, or until the source format specified in a picture header differs from that of previous picture headers, whichever comes first.  Any change in the picture source format shall act as a full-picture freeze release.  DSIZE shall be zero for the full-picture freeze request function.

L.5	Partial-Picture Freeze Request

The partial-picture freeze request function indicates that the contents of a specified rectangular area of the prior displayed video picture should be kept unchanged, without updating the specified area of the displayed picture using the contents of the current decoded picture.  The specified area of the displayed picture shall then remain unchanged until the freeze picture release bit in the current PTYPE or in a subsequent PTYPE is set to 1, until a partial-picture freeze-release request affecting the specified area is received, or until the source format specified in a picture header differs from that of previous picture headers, whichever comes first.  Any change in the picture source format shall act as a full-picture freeze release.  DSIZE shall be equal to 4 for the partial-picture freeze request.  The 32 bits that follow contain the horizontal and vertical location of the upper left corner of the frozen picture rectangle, and the width and height of the rectangle, respectively, using eight bits each and expressed in units of eight pixels. For example, a 24-pixel wide and 16 pixel tall area in the upper left corner of the video display is specified by the four parameters (0, 0, 3, 2).

L.6	Resizing Partial-Picture Freeze Request

The resizing partial-picture freeze request function indicates that the contents of a specified rectangular area of the prior displayed video picture should be resized to fit into a smaller part of the displayed video picture, which should then be kept unchanged, without updating the specified area of the displayed picture using the contents of the current decoded picture.  The specified area of the displayed picture shall then remain unchanged until the freeze release bit in the current PTYPE or in a subsequent PTYPE is set to 1, until a partial-picture freeze-release request affecting the specified area is received, or until the source format specified in a picture header differs from that of previous picture headers, whichever comes first.  Any change in the picture source format shall act as a full-picture freeze release.  DSIZE shall be equal to 8 for the resizing partial-picture freeze request.  The 64 bits that follow contain 32 bits used to specify the rectangular region of the affected area of the displayed picture, and then 32 bits used to specify the corresponding rectangular region of the affected area of the decoded picture.  The width and height of the rectangular region in the decoded picture shall both be equal to 2i  times the width and height specified for the rectangular region in the displayed picture, where i is an integer in the range of 1 to 8.  The location and size of each of these two rectangular regions is specified using the same format as such a region is specified in the partial-picture freeze request function.

L.7	Partial-Picture Freeze-Release Request

The partial-picture freeze-release request function indicates that the contents of a specified rectangular area of the displayed video picture shall be updated by the current and subsequent decoded pictures.  DSIZE shall be equal to 4 for the partial-picture freeze-release request.  The 32 bits that follow specify a rectangular region of the displayed frame in the same format as such a region is specified in the partial-picture freeze request function.

L.8	Full-Picture Snapshot Tag

The full-picture snapshot tag function indicates that the current picture is labeled for external use as a still-image snapshot of the video content.  DSIZE shall be equal to 4 for the full-picture snapshot tag function.  The 32 bits that follow specify a snapshot identification number for external use.

L.9	Partial-Picture Snapshot Tag

The partial-picture snapshot tag function indicates that a specified rectangular area of the current picture is labeled for external use as a still-image snapshot of the video content.  DSIZE shall be equal to 8 for the partial-picture snapshot tag function.  The first 32 bits of the following function parameter data specify a snapshot identification number for external use, and the remaining 32 bits of the following function parameter data specify a rectangular region of the decoded frame in the same format as such a region is specified in the partial-picture freeze request function.

L.10	Video Segment Start Tag

The video segment start tag function indicates that the beginning of a specified sub-sequence of video data is labeled as a useful section of video content for external use, starting with the current frame. DSIZE shall be equal to 4 for the video segment start tag function.  The 32 bits that follow specify a video segment identification number for external use.

L.11	Video Segment End Tag

The video segment end tag function indicates that the end of a specified sub-sequence of video data is labeled as a useful section of video content for external use, ending with the previous frame. DSIZE shall be equal to 4 for the video segment start tag function.  The 32 bits that follow specify a video segment identification number for external use.

L.12	Progressive Refinement Segment Start Tag

The progressive refinement segment start tag function indicates the beginning of a specified sub-sequence of video data which is labeled as the current picture followed by a sequence of zero or more frames of refinement of the quality of the current picture, rather than as a representation of a continually moving scene. DSIZE shall be equal to 4 for the video segment start tag function.  The 32 bits that follow specify a progressive refinement segment identification number for external use.

L.13	Progressive Refinement Segment End Tag

The progressive refinement segment end tag function indicates the end of a specified sub-sequence of video data which is labeled as an initial picture followed by a sequence of zero or more frames of the refinement of the quality of the initial picture, and ending with the previous frame. DSIZE shall be equal to 4 for the video segment start tag function.  The 32 bits that follow specify a progressive refinement identification number for external use.

L.14	Chroma Keying Information



[Ed. Note: This section is not properly described in regard to how these bits are muxed into the bitstream using  the DSIZE mechanism.  The details of that will have to be added.]



The Chroma Keying Flag indicates that the chroma keying technique is used to represent “transparent” pixels in the decoded pictures.  When being presented on the display, these “transparent” pixels are not displayed.  Instead, the background in the display frame buffer is revealed.  One byte is used to indicate the chroma key value for each component (Y, U, or V) to which chroma keying is applied.  To represent pixels that are to be “semi-transparent”, two threshold values, denoted as T1 and T2, are used.  Let alpha denote the transparency of a pixel; alpha=255 indicates that the pixel is opaque, and alpha=0 indicates that the pixel is transparent.  The alpha value is calculated as follows:



Calculate distance:

� EMBED Equation.2  ���



(If not all the components are chroma keyed, only terms representing the chroma keyed components are in the right hand side of the above equation)



if � EMBED Equation.2  ���   then   alpha = 0,



else if� EMBED Equation.2  ���  then  � EMBED Equation.2  ���,



else if � EMBED Equation.2  ���  then   alpha = 255



Syntax



1 bit (TRANS): To indicate chroma keying

8 bits (ORD), Representation order:  To be used when multiple video streams are to be displayed.  Video streams with higher ORD cover video streams with lower ORD.  

3 bits (KY,KU,KV): To indicate which components are chroma keyed.  (The first bit for Y, the second for U, the third for V)

If KY=KU=KV=0, the chroma key used for the previous frame is used.  If the current frame is the first frame of a sequence, the default chroma key, Y=50, U=220, and V=100, is used. 

If KY=1, 8 bits to represent the Y value of the chroma key

If KU=1, 8 bits to represent the U value of the chroma key

If KV=1, 8 bits to represent the V value of the chroma key

1 bits (TH): To indicate whether the two thresholds are used

If TH=1, 8 bits to represent T1, and 8 bits to represent T2.



L.15	Extended Function Type

The extended function type indication is used to signal that the following PSUPP octet contains an extended function.  The usage of extended functions is reserved for the ITU to have a later ability to define a larger number of backward-compatible PSUPP data functions.  DSIZE shall be equal to zero for the extended function type indication.  In order to allow backward compatibility of future use of the extended function type indication, decoders shall treat the second set of four bits in the octet which follows the extended function type indication as a DSIZE value indicating the number of subsequent octets of PSUPP that are to be skipped for extended function parameter data, which may be followed by additional FTYPE indications. �						Annex M

Improved PB-frames mode

(This annex forms an integral part of this Recommendation)



M.1.	Introduction.

This annex describes an improved optional PB-frames mode of H.263. It is therefore considered to be advantageous to use the present improved PB-mode instead of the PB-mode defined in Annex G.  The capability of this mode is signaled by external means (for example Recommendation H.245). The use of this mode is indicated in PTYPE(?)

Most parts of this option are similar to The PB-frame option defined in Annex G.  The main difference is that the B-macroblock may have a separate vector for forward prediction. MVDB that in Annex G was used to enhance the downscaled forward and backward vectors for bidirectional prediction is in this annex used as vector data for forward prediction.  

All the differences are identified in this annex.  When nothing is indicated, it means that the same procedure as described in Annex G is used.

M.2	B-frame prediction modes.

There are two different ways of coding a B-macroblock.  The different coding modes are signaled by the parameter MODB.  The B-macroblock coding modes are:

Bidirectional prediction.

Prediction is done from the P-frames before and after the B-frame.  This prediction is equivalent to the prediction defined in Annex G when MVD =0.  Notice that in this mode, motion vector data (MVD) of the PB-macroblock must be included even if the P-macroblock is INTRA coded.

Forward prediction.

The vector data contained in MVDB is used as a vector for forward prediction from the previous P-frame.  Notice that no prediction is used for coding of the forward vector.

M.3.	Calculation of vectors for bidirectional prediction of a the B-macroblock

In case bidirectional prediction is used, the scaled forward and backward vectors are calculated as described in Annex G when MVD = 0.



M.4.	MODB table.

A new table for MODB (replacing TABLE 7/H.263) is needed.  It indicates the possible coding modes for a B-block.



Index�CBPB�MVDB�Number of bits�Code�Coding Mode��0���1�0�Bidirectional prediction��1��x�2�10�Forward prediction��2�x�x�3�110�Forward prediction��3�x��3�111�Bidirectional prediction��

�Annex N

Error Resilient Mode by Backward Channel Operation

(This annex forms an integral part of this Recommendation)

N.1.	 INTRODUCTION

This annex describes the optional error resilient mode of H.263, which uses a backward channel message (NEWPRED). The capability of this mode of H.263 is signaled by external means (for example Recommendation H.245). The amount of additional picture memory accommodated in the decoder may also be signaled by external means to help the memory management at the encoder. The use of this mode is indicated in the EPTYPE field of the picture header. In order to use this mode, an additional channel for backward messages  is required. This annex specifies a syntax for backward channel messages as well as for forward channel messages.

(Note: More work needs to specify which kind of channel is appropriate to carry the backward channel message.)

N.2.	Video source coding algorithm

The source coder of this mode is shown in generalized form in FIGURE 1/Annex N. The plural number of picture memories are added to FIGURE 3/H.263. The source coder selects one of the picture memories according to the backward channel message GOB by GOB to suppress the temporal error propagation due to the inter-frame coding. The information to signal which picture is selected for prediction is included in the encoded bit stream. The strategy to select the picture for prediction is out of the scope of this Recommendation.

�� EMBED Word.Picture.6  ���

FIGURE 1/Annex N

Source coder for NEWPRED

N.3.	Syntax

N.3.1	Forward Channel

The syntax for the forward channel which brings the compressed video signal is the same of FIGURE 6/H.263 except the Group of Blocks (GOB) layer. The syntax of the GOB layer is illustrated in FIGURE 2/Annex ?. The fields of  SW and TRP are added to FIGURE 8/H.263. 

�

�GSTUF�GBSC�GN�GSBI�GFID�GQUANT�SW�TRP�Macroblock Data��FIGURE 2/Annex ?

Structure of GOB layer for NEWPRED

N.3.1.1	Switch (SW) (1 bit)

Switch (SW) indicates the existence of the following TRP field. 

0: TRP field does not exist. �1: TRP field does exist.

N.3.1.2	Temporal Reference for Prediction (TRP) (8 bits)

TRP indicates the Temporal Reference of the GOB which is used for prediction of the encoding of the current GOB.

N.3.2	Backward Channel

The syntax for the backward channel which brings the acknowledgment message is illustrated in FIGURE 3/Annex N.  This message is returned from a decoder to an encoder in order to tell if the forward channel message is correctly decoded or not .

(Note: More work may need to reduce the amount of bits to be transmitted.)



BT�RF�TR�GN�RTR��FIGURE 3/Annex N

Structure of backward channel for NEWPRED

N.3.2.1	Backward message Type (BT) (2 bits)

Backward message type indicates if the corresponding part of the encoded message is correctly decoded or not. Which type of message is required for the encoder is indicated in the picture header of the forward channel.

11: ACK. It indicates the correct decoding of the corresponding part of the forward channel message.�00: NACK. It indicates the erroneous decoding of the corresponding part of the forward channel message.

N.3.2.2	Reliable Flag (RF) (1 bits)

Reliable Flag indicates if the following TR or GN field is reliable. When BT is NACK, a reliable TR may not be available at the decoder.

0: reliable�1: unreliable

N.3.2.3	Temporal Reference (TR) (8 bits)

Temporal reference is copied from the TR field of the picture header in the corresponding forward channel message.

N.3.2.4	Group Number (GN) (5 bits):

Group number is copied from the GN field of the GOB header in the corresponding forward channel message. When the GOB header in the forward channel message is empty,  GN field is set to be 0.

N.3.2.5	Requested Temporal Reference (RTR) (8 bits)

Requested temporal reference presents only if BT is NACK. RTR indicates the requested temporal reference of the GOB by the decoder. Typically it is the TR of the last correctly decoded GOB of the corresponding position at the decoder.



N.4 Decoder Process

The decoder of this mode has additional plural number of picture memories to store the correctly  decoded video signals with its Temporal Reference  (TR) information. The decoder uses the stored picture whose TR is TRP as the reference picture for inter-frame decoding instead of the last decoded picture ,if the TRP field exists in the forward message. When the picture whose TR is TRP is not available at the decoder, the decoder may send the forced intra update signal to the encoder.

An acknowledgment message (ACK) and a non-acknowledgment message (NACK) are defined as  backward channel messages. The ACK will be returned when it decodes the GOB successfully. The NACK will be returned when it fails to decode the GOB. Which type of message shall be sent is indicated.  in the picture header of the forward message.

Annex O

Temporal, SNR and Spatial Scalability Mode

(This annex forms an integral part of this Recommendation)



[Ed. Note: This Annex still needs a considerable amount of work in several technical details.]



This annex describes the optional modes in support of temporal, spatial and SNR scalability.  This mode may also be used in conjunction with error control schemes. The capability of this mode of H.263 is signaled by external means (for example Recommendation H.245). The use of this mode is indicated in PTYPE.



O.1 	Overview 

Scalability is achieved by two main methods: temporal and spatial/SNR. Temporal scalability is achieved using bi-directionally predicted frames, or B-frames. ITU-T Recommendation H.263 employs I-frames, P-frames and PB-frames. P-frames are predicted based on 16x16 or 8x8 block displacements from previously decoded frames. B-frames differ in two regards. The first being that they are predicted from either or both the previous and subsequent reconstructed frames. The second being that they are not used as prediction for any other frames. The first property generally results in better compression performance than with P-frames. The second property signifies that B-frames can be discarded from the bit stream with out adversely effecting subsequent frames, thus providing temporal scalability.  � REF _Ref371395639 \* MERGEFORMAT �Figure 95Figure 1� illustrates the predictive nature of P and B frames.



B frames are transmitted out of chronological order. For example, if the frames of a video sequence were numbered 1, 2, 3, …, then the transmission order of the encoded frames would be I1, P3, B2, P5, B4, …, where the subscript refers to the original frame number. It is important to note that the Temporal Reference (TR) of any frame is formed by incrementing its value in the previously transmitted I or P-frame picture header by one plus the number of  elapsed picture intervals (at 29.97 Hz). In other words, the temporal reference for any frame is never based on the temporal reference of a B frame. This is because the B frame may be discarded so the temporal reference basis is lost as well. A maximum of  three B frames may be inserted between consecutive I or P frames. The B frames always follow the chronologically previous and subsequent P or I frames in the transmission order.



{Editor’s note: The definition of Temporal Reference in Section 5.1.2 needs to be updated to refer to I and P pictures.}



{Editor’s note: Do we need to restrict the number of B frames to less than can fit in a TR cycle?}



The other main method to achieve scalability is through spatial/SNR scaling. Spatial scalability and SNR scalability are equivalent except for the use of interpolation as is described shortly. Because compression introduces artifacts and distortions, the difference between a reconstructed frame and its original is a nonzero valued frame containing, what can be called, the coding error. Normally, this coding error is lost at the encoder and never recovered. In SNR scalability, these coding error frames are also encoded and sent to the decoder, when possible, producing an enhancement to the decoded sequence. Compressed coding error frames are referred to as an enhancement layer.  � REF _Ref371396599 \* MERGEFORMAT �Figure 56Figure 2� illustrates SNR scalability. The vertical arrows from the base layer illustrate that the frame in the enhancement layer is predicted from a reconstructed version of that frame in the base layer. If prediction is only formed from the base layer, then the enhancement layer frame is referred to as an EI frame, or Enhancement I-frame. It is possible, however, to create a modified bi-directionally predicted frame using both the previous enhancement layer frame and the current base layer frame. This type of frame is referred to as an EP frame or Enhancement P-frame. In both cases, prediction from the base layer and the enhancement layer, motion vectors may be used. {Editors note: we may want to disallow motion vectors when predicting from a lower layer that has same dimension frames.} Finally, it is possible to employ B-frames in the enhancement layer, which are predicted from the previous and subsequent enhancement layer frames. B-frames may be used to increase the frame rate of an enhancement layer over that of the base layer. If a B-frame occurs in the base layer, the corresponding frame in the enhancement layer must be encoded as a B frame as well.



The next method in the scalability mode is Spatial scalability, which is closely related to SNR scalability. In fact the only difference is that the base layer is a downsampled version of the enhancement layer. Hence, the prediction for the enhancement layer is formed by interpolating the reconstructed base layer frame to the size of enhancement layer. Allowable interpolation factors are 1X, 1.5X, and 2X. Spatial scalability is illustrated in � REF _Ref371405773 \* MERGEFORMAT �Figure 67Figure 3�.

� EMBED Word.Picture.6  ���

Figure � SEQ Figure \* ARABIC �56� Illustration of SNR Scalability







As with SNR scalability, it is possible for the enhancement layer to contain B frames as well. 



It is possible to have more than one enhancement layer in conjunction with a base layer. The enhancement layer may be 1X, 1.5X or 2X the dimensions of the layer below it. Thus a multi layer scaleable bit stream can be a combination of SNR layers and Spatial layers. The size of the frame cannot decrease however, in subsequent layers. It can only stay the same or increase. � REF _Ref371406844 \* MERGEFORMAT �Figure 78Figure 4� illustrates a multilayer scaleable bit stream.



� EMBED Word.Picture.6  ���

Figure � SEQ Figure \* ARABIC �67� Illustration of Spatial scalability







� EMBED Word.Picture.6  ���

Figure � SEQ Figure \* ARABIC �78� Three layer scalable bit stream



As with the two layer case, B frames may occur in any layer, however if a B frame occurs in a particular layer, then the corresponding frame in the next higher layer must also be a B frame. On the contrary, B frames may occur in layers that don’t have a corresponding frame in lower layers. The effect is that this layer has a higher frame rate than the lower layers.

O.2	Interpolation Filters



Interpolation for a 2X increase is performed by the filtering process described in � REF _Ref371930891 \* MERGEFORMAT �Figure 89Figure 5� and � REF _Ref371930906 \* MERGEFORMAT �Table 66Table 1�.



� EMBED Word.Picture.6  ���

Figure � SEQ Figure \* ARABIC �89�  2X interpolation process





Table � SEQ Table \* ARABIC �66�  2X interpolation filter coefficients

� EMBED Word.Picture.6  ���

Figure � SEQ Figure \* ARABIC �95� Illustration of B frames

Annex O

Temporal, SNR and Spatial Scalability Mode

(This annex forms an integral part of this Recommendation)



[Ed. Note: This Annex is still an early draft.]



This annex describes the optional modes in support of temporal, spatial and SNR scalability.  This mode may also be used in conjunction with error control schemes. The capability of this mode of H.263 is signaled by external means (for example Recommendation H.245). The use of this mode is indicated in PTYPE.



Z.1 	Overview 

Scalability is achieved by two main methods: temporal and spatial/SNR. Temporal scalability is achieved using bi-directionally predicted frames, or B-frames. ITU-T Recommendation H.263 employs I-frames, P-frames and PB-frames. P-frames are predicted based on 16x16 or 8x8 block displacements from previously decoded frames. B-frames differ in two regards. The first being that they are predicted from either or both the previous and subsequent reconstructed frames. The second being that they are not used as prediction for any other frames. The first property generally results in better compression performance than with P-frames. The second property signifies that B-frames can be discarded from the bit stream with out adversely effecting subsequent frames, thus providing temporal scalability.  � REF _Ref371395639 \* MERGEFORMAT �Figure 95Figure 5� illustrates the predictive nature of P and B frames.



� EMBED Word.Picture.6  ���

Figure � SEQ Figure \* ARABIC �1010� Illustration of B frames

B frames are transmitted out of chronological order. For example, if the frames of a video sequence were numbered 1, 2, 3, …, then the transmission order of the encoded frames would be I1, P3, B2, P5, B4, …, where the subscript refers to the original frame number. It is important to note that the Temporal Reference (TR) of any frame is formed by incrementing its value in the previously transmitted I or P-frame picture header by one plus the number of  elapsed picture intervals (at 29.97 Hz). In other words, the temporal reference for any frame is never based on the temporal reference of a B frame. This is because the B frame may be discarded so the temporal reference basis is lost as well. A maximum of  three B frames may be inserted between consecutive I or P frames. The B frames always follow the chronologically previous and subsequent P or I frames in the transmission order.



{Editor’s note: The definition of Temporal Reference in Section 5.1.2 needs to be updated to refer to I and P pictures.}



{Editor’s note: Do we need to restrict the number of B frames to less than can fit in a TR cycle?}



The other main method to achieve scalability is through spatial/SNR scaling. Spatial scalability and SNR scalability are equivalent except for the use of interpolation as is described shortly. Because compression introduces artifacts and distortions, the difference between a reconstructed frame and its original is a nonzero valued frame containing, what can be called, the coding error. Normally, this coding error is lost at the encoder and never recovered. In SNR scalability, these coding error frames are also encoded and sent to the decoder, when possible, producing an enhancement to the decoded sequence. Compressed coding error frames are referred to as an enhancement layer.  � REF _Ref371396599 \* MERGEFORMAT �Figure 56Figure 6� illustrates SNR scalability. The vertical arrows from the base layer illustrate that the frame in the enhancement layer is predicted from a reconstructed version of that frame in the base layer. If prediction is only formed from the base layer, then the enhancement layer frame is referred to as an EI frame, or Enhancement I-frame. It is possible, however, to create a modified bi-directionally predicted frame using both the previous enhancement layer frame and the current base layer frame. This type of frame is referred to as an EP frame or Enhancement P-frame. In both cases, prediction from the base layer and the enhancement layer, motion vectors may be used. {Editors note: we may want to disallow motion vectors when predicting from a lower layer that has same dimension frames.} Finally, it is possible to employ B-frames in the enhancement layer, which are predicted from the previous and subsequent enhancement layer frames. B-frames may be used to increase the frame rate of an enhancement layer over that of the base layer. If a B-frame occurs in the base layer, the corresponding frame in the enhancement layer must be encoded as a B frame as well.



The next method in the scalability mode is Spatial scalability, which is closely related to SNR scalability. In fact the only difference is that the base layer is a downsampled version of the enhancement layer. Hence, the prediction for the enhancement layer is formed by interpolating the reconstructed base layer frame to the size of enhancement layer. Allowable interpolation factors are 1X, 1.5X, and 2X. Spatial scalability is illustrated in � REF _Ref371405773 \* MERGEFORMAT �Figure 67Figure 7�.

� EMBED Word.Picture.6  ���

Figure � SEQ Figure \* ARABIC �1111� Illustration of SNR Scalability







As with SNR scalability, it is possible for the enhancement layer to contain B frames as well. 



It is possible to have more than one enhancement layer in conjunction with a base layer. The enhancement layer may be 1X, 1.5X or 2X the dimensions of the layer below it. Thus a multi layer scaleable bit stream can be a combination of SNR layers and Spatial layers. The size of the frame cannot decrease however, in subsequent layers. It can only stay the same or increase. � REF _Ref371406844 \* MERGEFORMAT �Figure 78Figure 8� illustrates a multilayer scaleable bit stream.



� EMBED Word.Picture.6  ���

Figure � SEQ Figure \* ARABIC �1212� Illustration of Spatial scalability







� EMBED Word.Picture.6  ���

Figure � SEQ Figure \* ARABIC �1313� Three layer scalable bit stream



As with the two layer case, B frames may occur in any layer, however if a B frame occurs in a particular layer, then the corresponding frame in the next higher layer must also be a B frame. On the contrary, B frames may occur in layers that don’t have a corresponding frame in lower layers. The effect is that this layer has a higher frame rate than the lower layers.

Z.2	Interpolation Filters



Interpolation for a 2X increase is performed by the filtering process described in � REF _Ref371930891 \* MERGEFORMAT �Figure 89Figure 9� and � REF _Ref371930906 \* MERGEFORMAT �Table 66Table 6�.



� EMBED Word.Picture.6  ���

Figure � SEQ Figure \* ARABIC �1414�  2X interpolation process





Table � SEQ Table \* ARABIC �77�  2X interpolation filter coefficients

Factor�Tap no.�Filter taps�Divisor��2�1�1, 3�4���2�3, 1�4��

{This filter may be changed. The filter for 1.5X interpolation has yet to be specified.}



Z.3	Amendments to July draft of ITU-T Recommendation H.263+

The following sections need to be added/modified in the main body of the recommendation. This text will not remain in this Annex.

5.1.4	Extended PTYPE (EPTYPE) (8 bits)

EPTYPE must be lengthened to 8 bits, where the 7th and 8th bit are described next.

	Bit 7	Optional spatial/SNR scalability, “0” off, “1” on.

	Bit 8	Optional B-frames mode, “0” off, “1” on.

When bit 7 and 8 are both “1”, the current frame is to be decoded as a B-frame in the enhancement layer indicated by ELNUM. When either bit 7 or bit 8 is “1”, neither Advanced Prediction Mode nor PB-frames mode shall be permitted.



5.1.x	Enhancement Layer Number (ELNUM) (2 bits)

When indicated in EPTYPE, the particular enhancement layer is identified by an enhancement layer number, ELNUM. Frame correspondence between layers is achieved via the temporal reference. Frame size is indicated within each enhancement layer using the existing source format fields. The first enhancement layer above the base layer is designated as Enhancement Layer Number 0.



{Editor’s note: Perhaps 2 bits (5 layers) is excessive.}



Z.4	Macroblock Layer Syntax

Bi-directionally predicted frames can be either B-frames, enhancement layer frames or B-frames in an enhancement layer. In this section forward prediction means prediction from the previous reconstructed I- or P-frame in the same layer. If the B-frames mode is on as indicated in EPTYPE, backward prediction means prediction from the subsequent I- or P-frame in the same layer as the current frame. If the scalability mode is on and the B-frames mode is off as indicated in EPTYPE, backward prediction means prediction from the corresponding reconstructed and possibly interpolated frame in the layer below the current frame.



The macroblock layer syntax for B frames and enhancement layer frames is as specified below. The macroblock  is only present if the macroblock at the same position of the corresponding P-frame is non empty. 



� EMBED Visio.Drawing.4  ���

Z.4.1	MBTYPE (VLC)

The MBTYPE indicates the macroblock type and is listed in the table below.



Prediction Type�MVDF / MVDB�CBPB�DQUANT�MBTYPE�Bits��Direct����0�1��Direct�x�x��100�3��Direct �x�x�x�11100�5��Bi-directional�x�x��11101�5��Bi-directional�x�x�x�1111110�7��Forward�x���1010�4��Forward�x�x��1011�4��Forward�x�x�x�111110�6��Backward�x���1100�4��Backward�x�x��1101�4��Backward  �x�x�x�11110�5��INTRA�x�x��1111111�7��

Z.4.2	Coded Block Pattern CBP (6 bits)

CBP is a six bit value indicating which blocks in a macro block are present or not. The bit number corresponds to the block number as illustrated in Figure 5/H.263. A value of “1” indicates that there are coefficients other than  INTRA-DC present in the block, while “0” indicates there are no non INTRA-DC coefficients.



Z.4.3	Quantizer Information (DQUANT) (2 bits)

Refer to section 5.3.6.



Z.4.4	Motion vector data (MVDF, MVDB) (Variable Length)

MVDF is the motion vector data for the forward vector, if present. MVDB is the motion vector data for the backward vector, if present. The variable length codewords are given in TABLE 11/H.263.

Z.5	Differential motion vectors for bi-directionally predicted frames

Motion vectors for forward, backward and bi-directionally predicted blocks are differentially encoded. To recover the macroblock motion vectors, a prediction is added to the motion vector differences. The predictions are formed in a similar manner to that described in Section 6.1.1, except that forward motion vectors are predicted only from forward motion vectors in surrounding macroblocks, and backward motion vectors are predicted only from backward motion vectors in surrounding macroblocks.  The same decision rules apply for the special cases at picture, GOB or slice borders as described in Section 6.1.1. If a neighboring macroblock does not have a motion vector of the same type (forward or backward), the candidate predictor for that macroblock is zero for that motion vector type.









�



{This filter may be changed. The filter for 1.5X interpolation has yet to be specified.}



O.3	Amendments to July draft of ITU-T Recommendation H.263+

The following sections need to be added/modified in the main body of the recommendation. This text will not remain in this Annex.

5.1.4	Extended PTYPE (EPTYPE) (8 bits)

EPTYPE must be lengthened to 8 bits, where the 7th and 8th bit are described next.

	Bit 9	Optional spatial/SNR scalability, “0” off, “1” on.

	Bit 10	Optional B-frames mode, “0” off, “1” on.

When bit 9 and 10 are both “1”, the current frame is to be decoded as a B-frame in the enhancement layer indicated by ELNUM. When either bit 9 or bit 10 is “1”, neither Advanced Prediction Mode nor PB-frames mode shall be permitted.



5.1.x	Enhancement Layer Number (ELNUM) (2 bits)

When indicated in EPTYPE, the particular enhancement layer is identified by an enhancement layer number, ELNUM. Frame correspondence between layers is achieved via the temporal reference. Frame size is indicated within each enhancement layer using the existing source format fields. The first enhancement layer above the base layer is designated as Enhancement Layer Number 0.



{Editor’s note: Perhaps 2 bits (5 layers) is excessive.}



O.4	Macroblock type & Coded block pattern for chrominance for bi-directionally predicted frames (MCBPCB) (Variable length)

Bi-directionally predicted frames can be either B-frames, enhancement layer frames or B-frames in an enhancement layer. In this section forward prediction means prediction from the previous reconstructed I- or P-frame in the same layer. If the B-frames mode is on as indicated in EPTYPE, backward prediction means prediction from the subsequent I- or P-frame in the same layer as the current frame. If the scalability mode is on and the B-frames mode is off as indicated in EPTYPE, backward prediction means prediction from the corresponding reconstructed and possibly interpolated frame in the layer below the current frame.



In this mode table 5/H.263 is used, but with the MB types redefined as follows:



{Note: This does not allow intra coded macroblocks in bi-directionally predicted frames. To add this we need to create a new table}



O.5	Differential motion vectors for bi-directionally predicted frames

Motion vectors for bi-directionally predicted frames are differentially encoded. To recover the macroblock motion vectors, a prediction is added to the motion vector differences. The predictions are formed in a similar manner to that described in Section 6.1.1, except that forward motion vectors are predicted only from forward motion vectors in surrounding macroblocks, and backward motion vectors are predicted only from backward motion vectors in surrounding macroblocks.  The same decision rules apply for the special cases at picture, GOB or slice borders as described in Section 6.1.1. If a neighboring macroblock does not have a motion vector of the same type (forward or backward), the candidate predictor for that macroblock is zero for that motion vector type.

�Annex P

				Reference Picture Resampling

			(this annex forms an integral part of this recommendation)



�

This annex describes the use and syntax of a resampling process which can be applied to the previous decoded reference picture in order to generate a “warped” framed for use in predicting the current frame.  This resampling syntax can specify the relationship of the current picture to a prior picture having a different source format, and can also specify a “global motion” warping alteration of the shape, size, and location of the prior picture with respect to the current picture.  A fast algorithm, loosely based on the Bresenham line-drawing algorithm [1, 2, 3], is used to generate bilinear interpolation coefficients.



Reference Picture Resampling is performed only on P frames (not PB frames, Improved PB frames, or True-B frames).  If the reference picture bit in the EPTYPE field is not set but the frame is a P frame and the picture size differs from that of the previous encoded frame, this condition invokes reference picture resampling with implied warping parameters as defined below set equal to zero.



Figure 1:  Conceptual motion vectors.

The reference picture resampling can be defined entirely in terms of the displacement of the four corners of the current picture area.  Thus, for a current picture field (either luminance or chrominance) of horizontal size H and vertical size V, we define four conceptual motion vectors � EMBED Equation.2  ���00, � EMBED Equation.2  ���H0, � EMBED Equation.2  ���0V, and � EMBED Equation.2  ���HV  for the upper left, upper right, lower left, and lower right corners of the picture, respectively.  These vectors describe how to move the corners of the current frame to  map them onto the corresponding corners of the previous decoded frame, as shown in Figure 1.  The units of these vectors are the same as those in the reference picture grid.  To generate a vector � EMBED Equation.2  ���(x,y) at some real-valued locations (x, y) in the interior of the current picture, we will use bilinear interpolation, i.e.,



	� EMBED Equation.2  ���



Using a scaling factor S, we define the resampling vectors



� EMBED Equation.2  ���

� EMBED Equation.2  ���

� EMBED Equation.2  ���

� EMBED Equation.2  ���



and obtain



� EMBED Equation.2  ���



We now observe that if the coordinates of the upper left corner of the picture area are defined as (0,0) and each pixel has unit height and width, the centers of the pixels actually lie at the points (x, y)=(i + (, j + () for i = 0, …, H - 1 and j = 0, . . ., V - 1.  Thus, x- and y-displacements at the locations of interest in the reference picture are



� EMBED Equation.2  ���

� EMBED Equation.2  ���



Furthermore, we observe that all positions and phases must be computed relative to the center of the upper-left corner pixel, whose coordinates are ((, ().  Thus, the quantities of interest are



    � EMBED Equation.2  ���

                  � EMBED Equation.2  ���

   � EMBED Equation.2  ���

                 � EMBED Equation.2  ���



Once a location has been determined in the prior decoded reference picture, an approximation of bilinear interpolation as specified later in this appendix shall be used to generate a value for the resampled pixel.



We now note that it is possible to decompose each resampling vector into two components, with the first component describing the geometrical warping and the second component accounting for any difference in size between the predicted picture (horizontal size H and vertial size V) and the reference picture (horizontal size HR and vertical size VR).  The decomposition is as follows:



� EMBED Equation.2  ���� EMBED Equation.2  ���� EMBED Equation.2  ���



Thus, when reference picture resampling is selected (by setting the appropriate option bit in the picture header), it is sufficient to send eight warping parameters in the picture header using the variable length code (VLC) table shown inTable 1/P.  These eight integer warping parameters are denoted � EMBED Equation.2  ��� and � EMBED Equation.2  ��� and are sent in that order.  They represent scaled picture corner displacements relative to the displacements that would naturally be induced by resampling the corresponding field of the prior HR ( VR reference picture so that it has the size of the current image (H ( V).  The warping parameters are scaled to represent half-pixel offsets in the current luminance picture field so that S = 2 for luminance and S = 4 for chrominance.  The warping parmeters are related to the resampling vectors by the relations





� EMBED Equation.2  ����� EMBED Equation.2  ������ EMBED Equation.2  ����� EMBED Equation.2  ������ EMBED Equation.2  ����� EMBED Equation.2  ������ EMBED Equation.2  ����� EMBED Equation.2  �����

Immediately following the VLC-coded warping parameters in the picture header are two bits which define the fill-mode action to be taken for the values of pixels for which the calculated location in the reference frame lies outside of the reference picture area.  The meaning of these two bits is shown in Table 2/P.



dmv value�SSSS�VLC�dmv code��0�0�00�-��(1, 1�1�010�0, 1��(3…(2, 2…3�2�011�00…01, 10…11��(7…(4, 4…7�3�100�000…011, 100…111��(15…(8, 8…15�4�101�0000…0111, 1000…1111��(31…116, 16…31�5�110�00000…01111, 10000…11111��(63…(32, 32…63�6�1110�000000…011111, 100000…111111��(127…(64, 64…127�7�11110�0000000…0111111, 1000000…1111111��(255…(128, 128…255�8�111110�00000000…01111111, 10000000…11111111��(511…(256, 256…511�9�1111110�000000000…011111111, 100000000…111111111��(1023…(512, 512…1023�10�11111110�0000000000…0111111111, 1000000000…1111111111��(2047…(1024, 1024…2047�11�111111110�00000000000…01111111111, 10000000000…11111111111��

Table 1:  Warping parameter VLC codes



�fill-mode bits�fill action��0 0�clip��0 1�black��1 0�grey��1 1�color��

				Table 2:  Fill mode bits/action

If the fill action is clip, the coordinates of locations in the prior reference frame are independently limited so that pixel values outside of the prior reference frame area are estimated by extrapolation from the values of pixels at the image border.  If the fill action is black, luminance samples outside of the prior reference frame area are assigned a value of Y = 16 and chrominance samples are assigned a value of Cr = Cb= 128.  If the fill action is grey, luminance and chrominance values are assigned a value of Y = Cr =Cb = 128.  If the fill action is color, then the fill-mode bits are immediately followed in the bitstream by three eight-bit integers, Y__fill, Cb_ fill, and Cr_ fill, which specify a fill color precisely.



The method described herein shall be mathematically identical to that used to generate the samples of the resampled reference picture.  First, define



� EMBED Equation.2  ���



It is then possible to express the transformed position in the reference frame as



� EMBED Equation.2  ���



Next, a lookup table LUT of at most 2L elements is defined where L = 8.  To simplify the arithmetic in the description below, the operator “/” is defined as integer division with truncation toward negative infinity (n.b.: this definition of integer division is contrary to the manner in which most compilers implement it).  A binary-arithmetic shift parameter e is then defined to be the smallest positive integer such that d/2e < 2L, i.e., e = max((log2d( - L, 1).  The lookup table LUT is then defined according to



� EMBED Equation.2  ���      for k = 0,…, (d - 1)/2e,



where P = 16.  This lookup table is used to approximate the computation of (kP + d/2)/d.  This value, which should lie in the range 0,…, P, is used as a bilinear interpolation coefficient.  The lookup table can be generated efficiently via the following pseudo-code:



pk = P (2e-1) + d/2;

tk = 0;

for (k = 0; k ((d - 1)/2e; k++) {

   LUT[k] = tk;

   pk += P 2e;

   if (pk ( d) {

       pk -= d;

       tk++;

   }

}



First, we define a function for obtaining the value at any integer location relative to the prior reference frame sampling grid:



clip (xmin, x, xmax) {

   if  (x ( xmin)    {

        return xmin;

   }  else if (x ( xmax) {

        return xmax;

   }  else {

        return x;

   }



}� EMBED Equation  ���



Next, we define a filter function based on bilinear interpolation.  It is assumed that the phase arguments, (x and (y, are quantized phases ranging between 0 and P, inclusive.



� EMBED Equation  ���

Finally, the reference picture is warped to generate a prediction for the current picture.  The pixels of the prediction picture are generated in a raster scan order.  This ordering of the computations allows for a fast division-free algorithm to be used to generate the integer and fractional parts of the position variables xR(i, j) - ( and yR(i, j) - (.  The basic idea is behind the algorithm is to use mixed radix, rather than fixed- or floating-point, arithmetic.  A simple one-dimensional example of this technique is described below.



Suppose we wish to compute the value of � EMBED Equation  ���.  In order to do this operation precisely, we would like to express each value of x(i) as a mixed fraction, i.e.,

			� EMBED Equation  ���,



where xint(i) is the “integer part” of x(i) and xrem(i) is the “remainder” or “fractional part” of x(i).  Then, defining the “%” operator so that a % b = a-(a/b)b, the values of xint(i) and xrem(i) can be computed via the following incremental procedure:



� EMBED Equation  ���



This simple idea may be extended to two dimensions by doing the computations in raster scan order.  Using this ordering, the row index j may be held constant while the column index i is incremented.  The processing of each row is essentially a one-dimensional operation, so the logic for each row follows the above example closely.  Furthermore, the logic used to update the incremental parameters (pi and ri in the above example) at the beginning of the processing of each row is also essentially one-dimensional in nature (i is held constant at 0 while j is incremented to the next row number).  Adding in the logic to generate the quantized phase values using the lookup table(s), the entire resampling may then be carried out according to:



� EMBED Equation  ���

for   (j  =  0;   j  <  V;   j++)   {

      � EMBED Equation  ���

	for   (i =  0  ;   i <  H  ;   i++)   {

	m  =  LUT[cx/2e] ;

	n   =  LUT[cy/2e];

	new_ref[j] [i]  =  filter (bx, by, m, n) ;

	� EMBED Equation  ���

� EMBED Equation  ���

� EMBED Equation  ���
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�Annex Q

Reduced-Resolution Update Mode

			(this annex forms an integral part of this recommendation)



Q.1 Introduction



Ed. Note: Several technical details of this mode still need work.  Below where CIF is referred to, take that to mean the resolution of the final frame and where QCIF is referred to, take that to mean the quarter-resolution update information.  We do not intend to restrict this mode to CIF and QCIF resolutions, but to allow it to work between any pair of resolutions having a similar factor of four size difference. The filtering performed at the juncture between intra and inter blocks needs further consideration to achieve the same goals with something that may be a better choice.  For further insight into the thinking behind this draft annex, see document LBC-96-306..]



This annex describes a mode which allows the update information for a picture to be encoded at a reduced resolution while preserving the detail in a higher resolution reference image to create a final image at the higher resolution.  Thus the method is also referred to herein as Dynamic Resolution Conversion of Prediction Error (DRC-PE).  The update information is encoded using a resolution having one-half the width and height of the reference picture and the final picture.  This mode is used in P frames only (not in Intra frames, PB frames, Improved PB frames, or B frames).



	� REF _Ref370703112 \* MERGEFORMAT �Fig.  111Fig.  11Fig.  4� shows the block diagram of the encoder of  DRC-PE scheme.  � REF _Ref370974258 \* MERGEFORMAT �Fig.  222Fig.  22Fig.  5� shows the block diagram of decoder.

At the encoder side, encoding scheme of each frame comprise of following stages.

The resolution of the prediction error in the current frame to be coded is decided.  The normal resolution corresponds to CIF prediction error picture, and the low resolution corresponds to QCIF prediction error picture.

The original picture is divided into macroblocks/blocks with the predetermined size.  If the normal resolution mode is selected, the macroblock size is 16x16, (block size is 8x8), and if the low resolution mode is selected, the macroblock size is 32x32 (block size is 16x16). 

Motion estimation is done in each macroblock.  (In the low resolution mode, the range of vectors is widened to double, and the vectors is half-pixel vector or zero.)

Prediction of each macroblock is created with the estimated motion vector.  Then prediction error picture is calculated.

If the low resolution mode is selected, the prediction error is down-sampled to the half resolution. After the conversion, the size of macroblock is 16x16 and the size of block is 8x8, which is equal to those of the normal QCIF.

The prediction error of the current picture is coded in the same way as H.263.  If the low resolution mode is selected, encoding is done as if it is QCIF.

If the low resolution mode is selected, IDCT output is up-sampled.

Prediction of Intra macroblock is stuffed with zero.  If the low resolution mode is selected, low-pass filter is applied only to the boundary area between Intra and Inter macroblocks of prediction image.

The reconstructed prediction error is added to the prediction, and reconstructed picture is saved to the frame memory.



At the decoder side, encoding scheme of each frame comprise of following stages.

“Source Format” field and “Optional Low Resolution mode” flag of current picture header is decoded.  This indicates the resolution of the prediction error picture.

If “Low Resolution mode” is on, IDCT output is converted to the CIF resolution.

Prediction of each macroblock is created with the decoded motion vector. 

Prediction of Intra macroblock is stuffed with zero.  If the low resolution mode is selected, low-pass filter is applied only to the boundary area between Intra and Inter macroblocks. 

The reconstructed prediction error is added to the prediction, and reconstructed picture is saved to the frame memory.
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Fig.  � SEQ Fig._ \* ARABIC �111� Encoder Block Diagram of DRC-PE��EMBED Word.Picture.6���

Fig.  � SEQ Fig._ \* ARABIC �222� Decoder Block Diagram of DRC-PE
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	In the following sub-sections, newly introduced functional modules(which indicated by thick lined box in � REF _Ref370703112 \* MERGEFORMAT �Fig.  111Fig.  11Fig.  1� and � REF _Ref370974258 \* MERGEFORMAT �Fig.  222Fig.  22Fig.  2�) are described.



 Half-zero search in Motion Estimation and Motion Compensation

	In the low resolution mode, the size of macroblocks is 32x32, and the size of blocks is 16x16.  In order to  vector search range should be widened to approximately double size.  In order to realize a wide search range, we used the “half-zero search”, which is the same technique as described in [2].   This allows to search only half-pel vector except zero vector.  

	� REF _Ref370714916 \* MERGEFORMAT �Fig.  333Fig.  33Fig.  6� and � REF _Ref370714918 \* MERGEFORMAT �Fig.  444Fig.  44Fig.  7� illustrate the difference of the conventional vector search and “half-zero search”.  The dashed lines indicate the integer coordinates. For the simple explanation, only 11x11 vectors can be searched in this example.

	� REF _Ref370714916 \* MERGEFORMAT �Fig.  333Fig.  33Fig.  6� is the example of conventional vector search.  Dotted line is the integer vector grid.  In this example, the range of vector is ( 2.5.

	� REF _Ref370714918 \* MERGEFORMAT �Fig.  444Fig.  44Fig.  7� is the example of Half-Zero vector search.  The number of possible candidate vector is the same as that of � REF _Ref370714916 \* MERGEFORMAT �Fig.  333Fig.  33Fig.  6�.  Because we can search only the half-pel and Zero vectors, the range of vector is widen to ( 4.5.

	In order to suit half-zero vectors to the QCIF syntax, the real vector VR is converted to quasi-vector VQ in the following way.

	If(VR == 0) 	VQ = 0;

	else		VQ = sign(VR) * (|VR| + 1) / 2;

	And the same differential vector coding as H.263 QCIF syntax is applied to VQ.

In decoding, VQ is decoded in the same way as H.263, and VR is reproduced in the following way.

	If(VQ == 0)	 VR = 0;

	else		VR = sign(VQ) * (2*|VR| - 1);
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Fig.  � SEQ Fig._ \* ARABIC �333� Conventional Vector Search��EMBED Word.Picture.6���

Fig.  � SEQ Fig._ \* ARABIC �444� Half-Zero Vector Search

� 

Modification of OBMC in the low resolution mode

	In the low resolution mode, the size of block and Macroblock become double. That is, the size of MB is 32x32, and the size of block is 16x16.  If the OBMC mode is applied,  the size of weighting matrices must be also doubled.  � REF _Ref370879445 \* MERGEFORMAT �Fig.  555Fig.  55Fig.  8� shows the doubled weighting matrices for this purpose.  Except that the block size is two times larger, the way of calculation is the same as H.263.



�
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�Fig.  � SEQ Fig._ \* ARABIC �555� Weighting values for prediction in the low resolution mode

Down- and Up-Sampling filter for the prediction error

	The Down- and Up-Sampling filter in the low-resolution mode are described in � REF _Ref370633205 \* MERGEFORMAT �Fig.  666Fig.  66Fig.  9�.  These filters are the same as used in DRC-R.  The down-sampling filter is applied to the whole prediction error, and QCIF-size prediction error picture is produced.  After DCT, Q, IQ, and IDCT,  Up-Sampling filter is applied to the whole QCIF-size reconstructed prediction error, and CIF-size reconstructed prediction picture is reproduced.
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Fig.  � SEQ Fig._ \* ARABIC �666�  Down- and Up-Sampling Filters for Prediction Error

Intra/Inter Boundary Filter

	Low-Pass filter is applied to the boundary pixels between Intra and Inter Macroblocks of prediction picture.  Without this filter, the boundary of Intra/Inter in the decoded picture becomes jagged.  The way of filtering is shown in � REF _Ref370976654 \* MERGEFORMAT �Fig.  777Fig.  77Fig.  10�.
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i’=(9(a+b+h+i) + 3(c+d+j+k) + 3(o+p+v+w) + 32)/64

j’=(3(a+b+h+i) + 9(c+d+j+k) + (o+p+v+w) + 32)/64

k’=(9(c+d+j+k) + 3(e+f+l+m) + 32)/64

l’=(3(c+d+j+k) + 9(e+f+l+m) + 32)/64

m’=(9(e+f+l+m) + 32)/64

n’=(3(e+f+l+m) + 32)/64

p’=(3(a+b+h+i) + (c+d+j+k) + 9(o+p+v+w) + 32)/64

q’=((a+b+h+i) + 3(c+d+j+k) + 3(o+p+v+w) + 32)/64

r’=(3(c+d+j+k) + (e+f+l+m) + 32)/64

s’=((c+d+j+k) + 3(e+f+l+m) + 32)/64

t’=(3(e+f+l+m) + 32)/64

u’=((e+f+l+m) + 32)/64

�Fig.  � SEQ Fig._ \* ARABIC �777� Intra/Inter Boundary Filter
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