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Introduction





The H.263 syntax provides the (thus far unused) capability to include extra information in the bitstream for enhanced backward-compatible operation.  The mechanism which exists for this is the PEI + PSPARE entry in the picture layer syntax.  It is intriguing for us to consider what sort of useful backward-compatible capabilities we might wish to adopt.  Backward compatible extensions to the syntax have a distinct advantage in that they can prevent the “lowest common denominator” effect that is otherwise necessary (especially in multipoint scenarios).  My vision of these capabilities is to provide extra information that may be useful to the decoding system, but which does not affect the decoding of the bitstream itself.  Several such useful additions are described herein.





(An alternative vision is to consider using PEI + PSPARE for “enhancement layer” information that would affect bitstream decoding, but in a “bitstream scalable” non-predictive way.  However, using PEI + PSPARE as an enhancement layer incurs a 12.5% extra overhead for the PEI bits, which may be prohibitively inefficient.)





2. Guidelines for Added Information





After thinking awhile about what sort of useful added information we might wish to consider, I propose the following guidelines (the need for which will become apparent in the next section):


Since the added information occurs within a video bitstream, we should only consider additional data which is relevant to that video bitstream, which defines the content of a single video display, and especially such data that requires frame-synchronous information.


We must take care to ensure that the added information will not conflict with some other way of providing similar capability within the H.324 suite.

















3. Some Proposed Additions





Let us consider a hypothetical videoconference, and how a few added bits could enhance the utility of the video stream within that context.  In all cases below, keep in mind that the added information could be entirely ignored by some decoders (with no ill-effects).





3.1. Video Picture Freeze





The current H.263 syntax includes an indication of when the encoder is signaling to “unfreeze” the video picture display.  It does not, however, have any way for the encoder to signal when to initiate the freeze.  H.245 does have an ability to signal a video freeze, but there is no way to indicate precisely when (i.e., on what frame of video) the freeze is to occur.  Indeed, H.245 is asynchronous to the video stream and the relative timing of the two indications is fairly uncontrollable.  If the encoding system had a way to signal a video freeze on a precise frame boundary, it could use this capability for a number of purposes, such as freezing the picture momentarily when adjusting the position of the camera, to avoid annoying build-up artifacts and jerky video until the camera is properly positioned on the new subject.  The decoder would, of course, continue decoding the video bitstream during the freeze, so that when an unfreeze is sent it would have already built up a good image of the new scene.





Video Snapshot Tags





Often, during a video session, certain particularly memorable scenes may be depicted on the screen.  In these circumstances, it would be useful to be able to “tag” a frame of the video picture for image storage, transfer to another display (or to another display window on a PC screen), or other such use.  Some examples:


Often a presenter will send video from a document camera for awhile (perhaps moving her hand over a printed presentation page to point out key features) and then will move on to other material.  It would be useful to save a snapshot of the presented document picture (without needing to send it again as a still-frame JPEG graphic).


If a meeting is held between a number of people who have not have met before, it might be useful for them to store off a snapshot of each participant, perhaps to be printed by an image printer for later reference.


At any time when the encoder might want to declare a “souvenir-quality” snapshot of the meeting’s video content, such as when an object (or animal, or child) is held up for viewing, such a “tagging” ability would be useful.





However, we must take care in this realm.  We don’t want to create a strange new way of handling “still-frame” graphics and controlling secondary displays from within a video bitstream.  Other means, such as T.120 for example, are supposed to handle still-frame graphics.  H.263+ should just define video picture generation, not other aspects of the system.  The way to resolve this apparent conflict is to create “tag information” that would hand off the snapshot for an externally-defined use, and let an externally-defined protocol (such as T.120) decide what is done with the snapshot image after that.




















Video Clip Storage





Just as some “snapshot” still pictures from the video might be useful to store for later use, so may some segments of video as well.  For example, if part of a videoconference consists of a short demonstration of how a particular manufacturer’s grommet is used to fit a widget onto a sprocket (or how a baby looked when taking its first steps), that small part of the longer videoconference could be saved (perhaps on a VCR) for later replay and examination.  No such ability to tag part of the video footage as being particularly important exists within the current suite of standards (T.120, for example, deals only with still-frame images).





Partial-Frame Freeze/Release





The video stream controls the contents of one image display.  Within that display, we can define how the image will look.  It may be useful to freeze or unfreeze only part of the video image.  For example, we could keep the upper half (or right half) of the image frozen with the contents of a document camera shot when switching to show the presenter in the lower half (or left half) of the screen.





Video Picture-In-Picture (PIP) Freeze/Release





We may want to consider freezing the displayed image and shrinking it to create a PIP within a larger live video context.  For example, when switching from a document camera to the presenter on a main camera, it would be useful to shrink the frozen document camera image and put the (scaled down) image in the upper right quadrant of the current picture display.





Conclusions





I have outlined above a number of enhancements that could be added as backward-compatible extensions of the H.263 syntax.  Each of these enhancements will provide added capability to those systems in a conference that understand their meaning, but can be simply ignored by older systems without peril (since they have no effect on the decoding and prediction used by the bitstream).  I ask the LBC group to consider the adoption of these enhancements, and to consider what other similar features might be useful to add as well.
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