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3.4.	Source coding algorithm


A hybrid of inter-picture prediction to utilize temporal redundancy and transform coding of the remaining signal to reduce spatial redundancy is adopted. The decoder has motion compensation capability, allowing optional incorporation of this technique in the coder. Half pixel precision is used for the motion compensation, as opposed to Recommendation H.261 where full pixel precision and a loopfilter are used. Variable length coding is used for the symbols to be transmitted. 


In addition to the core H.263 coding algorithm, sevenfour negotiable coding options can be used, either together or separately are included that will be described in the subsequent subsections. All these options can be used together or separately. Additional supplemental information may also be included in the bitstream for enhanced display and external usage functionality.  The negotiable coding options and the supplemental information usage are described in the subsequent subsections.


3.4.1.	Unrestricted Motion Vector mode


In this optional mode motion vectors are allowed to point outside the picture. The edge pixels are used as prediction for the “not existing” pixels. With this mode a significant gain is achieved if there is movement across the edges of the picture, especially for the smaller picture formats (see also Annex D). Additionally, this mode includes an extension of the motion vector range so that larger motion vectors can be used. This is especially useful in case of camera movement.


3.4.2.	Syntax-based Arithmetic Coding mode


In this optional mode arithmetic coding is used instead of variable length coding. The SNR and reconstructed pictures will be the same, but significantly fewer bits will be produced (see also Annex E).


3.4.3.	Advanced Prediction mode


In this optional mode overlapped block motion compensation (OBMC) is used for the luminance part of P-pictures (see also Annex F). Four 8x8 vectors instead of one 16x16 vector are used for some of the macroblocks in the picture. The encoder has to decide which type of vectors to use. Four vectors use more bits, but give better prediction. The use of this mode generally gives a considerable improvement. Especially a subjective gain is achieved because OBMC results in less blocking artifacts.


3.4.4.	PB-frames mode


A PB-frame consists of two pictures being coded as one unit. The name PB comes from the name of picture types in Recommendation H.262 where there are P-pictures and B-pictures. Thus a PB-frame consists of one P-picture which is predicted from the previous decoded P-picture and one B-picture which is predicted from both the previous decoded P-picture and the P-picture currently being decoded. The name B-picture was chosen because parts of B-pictures may be bidirectionally predicted from the past and future pictures. With this coding option, the picture rate can be increased considerably without increasing the bitrate much.


3.4.5.	Advanced Intra Coding mode


In this optional mode, intra blocks are coded using a predictive method using nearby blocks in the image to predict values in each intra block (see also Annex I).  The technique is applied to intra-macroblocks within intra-frames and to intra-macroblocks within inter-frames.


3.4.6.	Deblocking Filter mode


In this optional mode, a filter is applied across the 8x8 block edge boundaries of decoded I- and P-pictures to reduce blocking artifacts (see also Annex J). The purpose of the filter is to mitigate the visibility of block edge artifacts in the decoded picture.  The filter affects the picture that is used for the prediction of subsequent pictures and thus lies within the motion prediction loop. 


3.4.7.	Slice Structured mode


In this optional mode, a “slice” layer is substituted for the GOB layer of the bitstream syntax (see also Annex K).  The purposes of this mode are to provide enhanced error resilience capability, to make the bitstream more amenable to use with an underlying packet transport delivery, and to minimize video delay.  A slice is similar to a GOB, in that it is a layer of the syntax that lies between the picture layer and the macroblock layer.  However, the use of a slice layer allows a flexible partitioning of the picture, in contrast with the fixed partitioning and fixed transmission order required by the GOB structure.  Slices may appear in any order within the bitstream for a picture.





3.4.8.	Supplemental Enhancement Information


Additional supplemental information may be included in the bitstream to signal enhanced display functionality or to provide tagging information for external usage (see also Annex L).  This supplemental informatinformation can be used to signal a full-picture or partial-picture freeze or freeze-release request with or without resizing.  The supplemental information may be present in the bitstream even though the decoder may not be capable of providing the enhanchanced functionality to use it, or even to properly interpret it — simply discarding the supplemental information is allowable by decoders unless a requirement to provide the requested functionality has been negotiated by external means. This information can be used to signal a full-frame or partial-frame freeze or freeze release request with or without resizing, or a 
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Structure of picture layer
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3.6 	Buffering


The encoder shall control its output bitstream to comply with the requirements of the hypothetical reference decoder defined in Annex B. Video data shall be provided on every valid clock cycle. This can be ensured by MCBPC stuffing (see � REF _Ref285437028 \* MERGEFORMAT �Error! Reference source not found.� and � REF _Ref314495016 \* MERGEFORMAT �Error! Reference source not found.�) or, when forward error correction is used, also by forward error correction stuffing frames (see Annex H).


The number of bits created by coding any single picture shall not exceed a maximum value specified by the parameter BPPmaxKb which is measured in units of 1024 bits. The minimum allowable value of the BPPmaxKb parameter depends on the largest source picture format that has been negotiated for use in the bitstream (see TABLE 1/H.263). For flexible custom source formats, the image size is measured by frame width times height of the luminance component.  An encoder may use a larger value for BPPmaxKb than as specified in TABLE 1/H.263, provided the larger value is first negotiated by external means, for example Recommendation H.245.  





TABLE �seq Table \* arabic �1�/H.263


Minimum BPPmaxKb for different source picture formats


Source format size�
Minimum BPPmaxKb�
�
up to 25,344�
64�
�
25,348 to 101,376�
256�
�
101,380 to 405,504�
512�
�
405,504 and above�
1024�
�






...


4. Source Coder


4.1.	Source format


The source coder operates on non-interlaced pictures occurring 30 000/1001 (approximately 29.97) times per second. The tolerance on picture frequency is ± 50 ppm.


Pictures are coded as luminance and two colour difference components (Y, CB and CR). These components and the codes representing their sampled values are as defined in CCIR Recommendation 601.


	Black = 16








	White = 235


	Zero colour difference = 128


	Peak colour difference = 16 and 240.


	These values are nominal ones and the coding algorithm functions with input values of 1 through to 254.


There are five standardised picture formats: sub-QCIF, QCIF, CIF, 4CIF and 16CIF. It is also possible to negotiate a customzed picture format.  For alleach of these picture formats, the luminance sampling structure is dx pixels per line, dy lines per picture in an orthogonal arrangement. Sampling of each of the two colour difference components is at dx/2 pixels per line, dy/2 lines per picture, orthogonal. The values of dx, dy, dx/2 and dy/2 are given in � REF _Ref328889998 \* MERGEFORMAT �TABLE 22/H.263TABLE 2/H.263� for each of the standardised picture formats.


TABLE �seq Table \* arabic �22�/H.263


Number of pixels per line and number of lines for each of the H.263 picture formats


Picture Format�
number of pixels for luminance (dx)�
number of lines for luminance (dy)�
number of pixels for chrominance (dx/2)�
number of lines for chrominance (dy/2)�
�
sub-QCIF�
128�
96�
64�
48�
�
QCIF�
176�
144�
88�
72�
�
CIF�
352�
288�
176�
144�
�
4CIF�
704�
576�
352�
288�
�
16CIF�
1408�
1152�
704�
576�
�



For alleach of the picture formats, colour difference samples are sited such that their block boundaries coincide with luminance block boundaries as shown in FIGURE 2/H.263. The pixel aspect ratio is the same for each of the standardizedse picture formats and is the same as defined for QCIF and CIF in Recommendation H.261: (4/3)*(288/352). The picture area covered by all of the standardized picture formats, except the sub-QCIF picture format, has an aspect ratio of 4:3.  Custom picture formats can have either the standard pixel aspect ratio or a square pixel aspect ratio (1/1), as negotiated by external means.  Custom picture formats can have any number of lines and any number of pixels per line, provided that the number of lines is divisible by four and is in the range [4,...,1152], and provided that the number of pixels per line is also divisible by four and is in the range [4,...2048].  For picture formats having a width or height that is not divisible by 16, the pictureure is decoded in the same manner as if the width or height had the nextleast larger size that would be divisible by 16 and then the picture is cropped at the right and the bottom to the proper width and height for display purposes only.


[Ed. Note: Is the (4/3)*(288/352) number above really correct?  I’m under the impression that the correct aspect ratio comes from CCIR-601, which I thought would make it (4/3)*(288/360), a slightly different number.] 





All decoders shall be able to operate using sub-QCIF. All decoders shall also be able to operate using QCIF. Some decoders may also operate with CIF, 4CIF or 16CIF. Encoders shall be able to operate with one of the formats sub-QCIF and QCIF. The encoders determine which of these two formats are used, and are not obliged to be able to operate with both. Some encoders can also operate with CIF, 4CIF, or 16CIF, or custom picture formats. Which formats can be handled by the decoder is signalled by external means, for example Recommendation H.245. For a complete overview of possible picture formats and video coding algorithms refer to the terminal description, for example Recommendation H.324.





...





4.2.1.	GOBs, macroblocks and blocks


Each picture is divided into groups of blocks (GOBs). A group of blocks (GOB) comprises of k*16 lines, depending on the number of lines in the picture format (k = 1 if the number of lines is less than 500for sub-QCIF, QCIF and CIF; k = 2 if the number of lines is at least 500 and less than 996for 4CIF; and k = 4 if the number of lines is at least 996for 16CIF). Thus tThe number of GOBs per picture is 6 for sub-QCIF, 9 for QCIF, and 18 for CIF, 4CIF and 16CIF. The GOB numbering is done by use of vertical scan of the GOBs, starting with the upper GOB (number 0) and ending with the lower GOB. An example of the arrangement of GOBs in a picture is given for the CIF picture format in FIGURE 4/H.263. Data for each GOB consists of a GOB header (may be empty) followed by data for macroblocks. Data for GOBs is transmitted per GOB in increasing GOB number, unless the optional Slice Structured mode is used (see Annex K)..
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Arrangement of Group of Blocks in a CIF picture


...





5.1.3.	Type Information (PTYPE) (13 bits)


Information about the complete picture:


	Bit 1	Always “1”, in order to avoid start code emulation.


	Bit 2	Always “0”, for distinction with H.261,


	Bit 3	Split screen indicator, “0” off, “1” on,


	Bit 4	Document camera indicator, “0” off, “1” on,


	Bit 5	Full-Picture Freeze Picture Release, “0” off, “1” on,


	Bit 6-8	Source Format, “000” forbidden, “001” sub-QCIF, “010” QCIF, “011” CIF, 				“100” 4CIF, “101” 16CIF, “110” custom source formatextended PTYPE, “111” extended PTYPEreserved,


	Bit 9	Picture Coding Type, “0” INTRA (I-picture), “1” INTER (P-picture),


	Bit 10	Optional Unrestricted Motion Vector mode, “0” off, “1” on,


	Bit 11	Optional Syntax-based Arithmetic Coding mode, “0” off, “1” on,


	Bit 12	Optional Advanced Prediction mode, “0” off, “1” on,


	Bit 13	Optional PB-frames mode, “0” normal I- or P-picture, “1” PB-frame.





Split screen indicator is a signal that indicates that the upper and lower half of the decoded picture could be displayed side by side. This bit has no direct effect on the encoding or decoding of the picture.


Freeze Picture Release is a signal from an encoder which responds to a request for packet retransmission (if not acknowledged) or fast update request (see also Annex C) and allows a decoder to exit from its freeze picture mode and display decoded picture in the normal manner. 


If bit 6-8 indicate a different source format than in the previous picture header, the current picture shall be an I-picture.


Bit 10-13 refer to optional modes that are only used after negotiation between encoder and decoder (see also the Annexes D, E, F and G, respectively). If bit 9 is set to “0”, bit 13 shall be set to “0” as well.


5.1.4	Extended PTYPE (EPTYPE) (6 bits)


A fixed length codeword of 6 bits which indicates the source format and the status of a set of extended functionalities:


	Bit 1-3	Source Format, “000” forbidden, “001” sub-QCIF, “010” QCIF, “011” CIF, 				“100” 4CIF, “101” 16CIF, “110” custom source format, “111” reserved,


	Bit 4	Optional Advanced Intra Coding mode, “0” off, “1” on,


	Bit 5	Optional Deblocking Filter mode, “0” off, “1” on,


	Bit 6	Optional Slice Structured mode, “0” off, “1” on.


5.1.5	Custom Source Format (CSFMT) (20 bits)


A fixed length codeword of 20 bits that is present only if the use of a custom source format is signalled in PTYPE or EPTYPE.  When present, CSFMT consists of:


	Bit 1	    Pixel Aspect Ratio: “0” = as in CIF, “1” = square pixels,


	Bit 2-10	    Frame Width Indication: Range [0,...,511]; Number of pixels per line = (FWI+1)*4,


	Bit 11	    Equal to “1” to prevent start code emulation,


	Bit 12-20   Frame Height Indication: Range [0,...,287]; Number of lines = (FHI+1)*4.   


5.1.64.	Quantizer Information (PQUANT) (5 bits)


A fixed length codeword of 5 bits which indicates the quantizer QUANT to be used for the picture until updated by any subsequent GQUANT or DQUANT. The codewords are the natural binary representations of the values of QUANT which, being half the step sizes, range from 1 to 31.





5.1.75.	Continuous Presence Multipoint (CPM) (1 bit)


A codeword of 1 bit that signals the use of the optional Continuous Presence Multipoint mode (CPM); “0” is off, “1” is on. For the use of CPM refer to Annex C.





5.1.86.	Picture Sub Bitstream Indicator (PSBI) (2 bits)


A fixed length codeword of 2 bits that is only present if Continuous Presence Multipoint mode is indicated by CPM. The codewords are the natural binary representation of the sub-bitstream number for the picture header and all following information until the next Picture or GOB start code (see also Annex C).





5.1.9.7	Temporal Reference for B-pictures (TRB) (3 bits)


TRB is present if PTYPE indicates ‘PB-frame’ (see also Annex G) and indicates the number of non-transmitted pictures (at 29.97 Hz) since the last P- or I-picture and before the B-picture. The codeword is the natural binary representation of the number of non-transmitted pictures plus one. The maximum number of non-transmitted pictures is 6.





5.1.108.	Quantization information for B-pictures (DBQUANT) (2 bits)


DBQUANT is present if PTYPE indicates ‘PB-frame’ (see also Annex G). In the decoding process a quantization parameter QUANT is obtained for each macroblock. With PB-frames QUANT is used for the P-block, while for the B-block a different quantization parameter BQUANT is used. QUANT ranges from 1 to 31. DBQUANT indicates the relation between QUANT and BQUANT as defined in � REF _Ref321875161 \* MERGEFORMAT �TABLE 33/H.263TABLE 3/H.263�. In this table, “/” means division by truncation. BQUANT ranges from 1 to 31; if the value for BQUANT resulting from � REF _Ref321875161 \* MERGEFORMAT �TABLE 33/H.263TABLE 3/H.263� is greater than 31, it is clipped to 31.


TABLE �seq Table \* arabic �33�/H.263


DBQUANT codes and relation between QUANT and BQUANT


DBQUANT�
BQUANT�
�
00�
(5xQUANT)/4�
�
01�
(6xQUANT)/4�
�
10�
(7xQUANT)/4�
�
11�
(8xQUANT)/4�
�






5.1.119.	Extra Insertion Information (PEI) (1 bit)


A bit which when set to "1" signals the presence of the following optional data field.





5.1.12.	Supplemental Information (PSUPP) (0/8/16 . . . bits)


If PEI is set to "1", then 9 bits follow consisting of 8 bits of data (PSUPP) and then another PEI bit to indicate if a further 9 bits follow and so on. Encoders shall use PSUPP as specified in Annex L. Decoders which do not support the extended functionalities described in Annex J shall be designed to discard PSUPP if PEI is set to 1.  This enables backward compatibility for the extended functionalities of Annex J so that a bitstream which makes use of the extended functionalities can also be used without alteration by decoders which do not support those functionalities. 


5.1.10.	Spare Information (PSPARE) (0/8/16 . . . bits)


If PEI is set to "1", then 9 bits follow consisting of 8 bits of data (PSPARE) and then another PEI bit to indicate if a further 9 bits follow and so on. Encoders shall not insert PSPARE until specified by the ITU. Decoders shall be designed to discard PSPARE if PEI is set to 1. This will allow the ITU to specify future backward compatible additions in PSPARE. If PSPARE is followed by PEI=0, PSPARE=xx000000 is prohibited in order to avoid start code emulation (x=don’t care, so 4 out of 256 values are prohibited).





5.1.13.1	Stuffing (ESTUF) (Variable length)


A codeword of variable length consisting of less than 8 zero-bits. Encoders may insert this codeword directly before an EOS codeword. If ESTUF is present, the last bit of ESTUF shall be the last (least significant) bit of a byte, so that the start of the EOS codeword is byte aligned. Decoders shall be designed to discard ESTUF.





5.1.142.	End Of Sequence (EOS) (22 bits)


A codeword of 22 bits. Its value is  0000 0000 0000 0000 1 11111. It is up to the encoder to insert this codeword or not. EOS may be byte aligned. This can be achieved by inserting ESTUF before the start code such that the first bit of the start code is the first (most significant) bit of a byte.





5.1.153.	Stuffing (PSTUF) (Variable length)


A codeword of variable length consisting of less than 8 zero-bits. Encoders shall insert this codeword for byte alignment of the next PSC. The last bit of PSTUF shall be the last (least significant) bit of a byte, so that the video bitstream including PSTUF is a multiple of 8 bits from the first bit in the H.263 bitstream. Decoders shall be designed to discard PSTUF.


If for some reason the encoder stops encoding pictures for a certain time period and resumes encoding later, PSTUF shall be transmitted before the encoder stops, to prevent that the last up to 7 bits of the previous picture are not sent until the coder resumes coding.





5.1.9.	Extra Insertion Information (PEI) (1 bit)


A bit which when set to "1" signals the presence of the following optional data field.





5.1.10.	Spare Information (PSPARE) (0/8/16 . . . bits)


If PEI is set to "1", then 9 bits follow consisting of 8 bits of data (PSPARE) and then another PEI bit to indicate if a further 9 bits follow and so on. Encoders shall not insert PSPARE until specified by the ITU. Decoders shall be designed to discard PSPARE if PEI is set to 1.





...








Annex I


Advanced Intra Coding mode


(This annex forms an integral part of this Recommendation)











This annex describes the optional Advanced Intra Coding mode of H.263. The capability of this mode of H.263 is signaled by external means (for example Recommendation H.245). The use of this mode is indicated in the picture header.


I.1	Source Coding





This optional Annex describes a method to improve intra-block coding by using intra-block prediction. This technique applies to intra-macroblocks within intra-frames and intra-macroblocks within inter-frames. The procedure is essentially quantization followed by intra-block prediction.





Inverse quantization is as described H.263 with one small exception: in modes 1, 2 and 3 the DC coefficient is inverse quantized the same as the AC coefficients instead of being treated as an IntraDC.





Coding for intra-blocks can take the form of one of four modes which are described shortly. Figure 1/Annex I shows three � EMBED Equation.2  ���blocks of quantized DCT levels labeled A(u,v), B(u,v) and C(u,v), where u and v are row and column indices, respectively. 
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Figure 1: Three Neighboring Blocks in the DCT domain.








C(u,v) denotes the block to be coded, A(u,v) denotes the block immediately above C(u,v) and B(u,v) denotes the block immediately to the left of C(u,v). Define E0(u,v) to be the actual block C(u,v) and Ei(u,v) to be the prediction error for mode i=1,2,3. The coding modes are as follows.





mode 0: No prediction


E0(u,v) = C(u,v)		u=0…7, v=0…7





mode 1: DC prediction only. 


E1(0,0) = C(0,0) - ( A(0,0) QPA,DC +  B(0,0) QPB,DC ) // (2QPC )	, and


E1(u,v) = C(u,v)				u(0, v(0, u = 0..7, v = 0..7.





mode 2: DC/AC prediction from the block above.


E2(0,0) = C(0,0) - A(0,0) QPA,DC // QPC	and


E2(0,v) = C(0,v) - A(0,v) QPA // QPC	v = 1..7, and


E2(u,v) = C(u,v)				u = 1..7, v = 0..7.				(3)





mode 3: DC/AC prediction from the block to the left.


E3(0,0) = C(0,0) - B(0,0) QPB,DC // QPC	and


E3(u,0) = C(u,0) - B(u,0) QPB // QPC	u = 1..7, and


E3(u,v) = C(u,v)				u = 0..7, v = 1..7.				(4)





Here, QPA, QPB and QPC denote the QP value used for A(u,v), B(u,v) and C(u,v), respectively. Additionally, QPA,DC, QPB,DC  and QPC,DC denote the QP value used for the DC coefficient of A(u,v), B(u,v) and C(u,v), respectively since it may differ from the QP value used for AC coefficients in non-predicted intra coded blocks.





At the boundary of a picture or the boundary of a GOB if GOB header is used, the value of 1024 and 0 are substituted for the DC and AC component, respectively, of the blocks that fall outside the boundary of the picture or the GOB if GOB header is used. In some cases it may be preferable to code a border block in non-predicted intra mode (mode 0) rather than use 1024 and 0.





[Ed. Note: It might be advisable to do experimentation on whether it is ever advantageous to use 1024 and 0 as predictors.]





[Ed. Note: The mode selection is strategy is beyond the scope of this Recommendation, however it may be done by evaluating the absolute sum of the prediction error, SADmode i, for the four luminance blocks in the macroblock and selecting the mode with the minimum value.





	� EMBED Equation.2  ���,  





i = 0..3, b = 0 .. 3, u,v = 1..7.	]








I.2	Syntax





The value of the mode is transmitted in the macroblock data according to the following syntax in Figure 2/Annex I.  The mode is coded using variable length code in table 1.  One mode is transmitted per macroblock.





INTRA_MODE�
MCBPC�
CBPY�
DQUANT�
Block Data�
�



Figure 2/Annex I  Structure of macroblock layer





Table 1/Annex I


FLC for Intra Coding Mode


Index�
Intra Coding  Mode�
FLC Code�
�
0�
0�
00�
�
1�
1�
01�
�
2�
2�
10�
�
3�
3�
11�
�









Annex J


Deblocking Filter Mode


(This annex forms an integral part of this Recommendation)





J.1	Introduction


This annex describes the use of an optional block edge filter within the coding loop.  The main purpose of the block edge filter is to reduce blocking artifacts. The filtering is performed on 8x8 block edges and assumes that 8x8 DCT is used and that motion vectors may have either 8x8 or 16x16 resolution.  In case PB-frame option or any kind of B-frame option is selected, the present option applies only for the P- and I-frames.  Possible filtering of B-frames is not a matter for standardisation.  The capability of this mode is signaled by external means (for example Recommendation H.245).  The use of this mode is indicated in the picture header. [Ed. Note: This mode automatically turns on the ability to use 8x8 motion vectors as described for the Advanced Prediction mode, however the OBMC part of the Advanced Prediction mode is only used if the Advanced Prediction mode is explicitly turned on.  This will be further clarified later.]


J.2	Definition of the edge filter.


The filter operations are performed on the macroblock level at the coder as well as on the decoder side.  The position of the filter in the coding loop is shown as “Filter” in the block diagram. [Ed. Note: a block diagram similar to the one in H.263 but with the filter included should be included here]





A,B,C,D are four pixel values on a line — horizontal or vertical.  With pixel value is understood the sum of prediction (if appropriate) and output from IDCT.  A,B,C,D are therefore complete reconstructed pixel values - luminance or chrominance.  A and B belong to one block called block1 whereas C and D belong to another block called block2.





One of the following conditions must be fulfilled if the filter operation shall be performed:





block1 has at least one non zero DCT coefficient in the IDCT operation or


block2 has at least one non zero DCT coefficient in the IDCT operation or


the motion vector representing block1 is different from the motion vector representing block2 or


block1 or block2 is intra coded





B shall be replaced by B1 and C shall be replaced by C1 where:


B1 = B + d1


C1 = C - d1


d1 = sign(d)xMAX(0,(d(-MAX(0,2(d(-QP))


d = (A-3B+3C-D)//8


QP is the quantization parameter used for the present macroblock.





Due to rounding effects, the order of edges where filtering is performed must be specified.  Filtering is assumed to be performed at the same time as decoding a macroblock (16x16 pixels for luminance, 8x8 pixels for chrominance).  This means that filtering is only performed on macroblocks that are signaled to be coded (COD=0).  In addition to the present macroblock, the two lines of 16/8 pixels right above the present macroblock (if they exist) and the two columns of 16/8 pixels to the left of above the present macroblock (if they exist) are used in the filtering process. First do all filtering along horizontal edges.  Then do all filtering along vertical edges.  Filtering is performed along all DCT block edges where the appropriate data on both sides of the edges are available. [Ed. Note: maybe a figure to illustrate this process could be included?]





Notice that the macroblock edges to the right and at the bottom can only be filtered when the macroblock to the right or below is being decoded.  If those macroblocks happen to be “not coded” (COD=1) these edges will not be filtered. This will allow the ITU to specify future backward compatible additions in PSPARE. If PSPARE is followed by PEI=0, PSPARE=xx000000 is prohibited in order to avoid start code emulation (x=don’t care, so 4 out of 256 values are prohibited).








Annex K


Slice Structured Mode


(This annex forms an integral part of this Recommendation)


K.1.	Introduction


This annex describes the optional Slice Structured mode of H.263. The capability of this mode of H.263 is signaled by external means (for example Recommendation H.245). The use of this mode is indicated in the EPTYPE field of the picture header.





A slice is defined as a slice header followed by consecutive macroblocks in scanning order. The slice layer is used in place of GOB layer in this optional mode.  A slice shall start at macroblock boundaries in the picture. Slices for the same picture shall not overlap with each other, and every macroblock shall belong to one and only one slice.  In addition, the rules of calculating motion vectors within each slice are the same as if a GOB header were present and the boundaries of the GOB were the boundaries of the slice (see section 6.1.1).  The slices which together contain the macroblocks of a picture may appear in any order within the bitstream for that picture.


[Ed. Note: A bit which indicates a “submode” of this mode will be added to EPTYPE.  It will indicate whether the slice boundaries are treated as picture boundaries for purposes of motion compensation.  The interaction of this mode with OBMC may need to be refined - for now we assume it acts the same way as a GOB layer does.]


K.2.	Structure of slice layer





SSTUF�
SSC�
SQUANT�
GSBI�
GFID�
MBA�
Macroblock�
�
FIGURE 1/Annex K


Structure of slice layer


[Ed. Note: The GFID is probably not sufficient to provide the full functionality that is attempted in this definition, as it cannot unambiguously indicate which frame the slice is associated with.  This needs work.]


K.3.	Stuffing (SSTUF) (Variable Length)


A codeword of variable length consisting of less than 8 bits. Encoders may insert this codeword directly before an SSC codeword. If SSTUF is present, the last bit of SSTUF shall be the last (least significant) bit of a byte, so that the start of the SSC codeword is byte aligned. Decoders shall be designed to discard SSTUF. The bit value 1 is used for stuffing within SSTUF.


K.4.	Slice Start Code (SSC) (17 bits)


A word of 17 bits. Its value is  0000 0000 0000 0000 1. Slice start codes may be byte aligned. This can be achieved by inserting SSTUF before the start code such that the first bit of the start code is the first (most significant) bit of a byte.


K.5.	Quantizer Information (SQUANT) (5 bits)


A fixed length codeword of 5 bits which indicates the quantizer QUANT to be used for that slice until updated by any subsequent DQUANT. The codewords are the natural binary representations of the values of QUANT which, being half the step sizes, range from 1 to 31.


K.6.	Macroblock Address (MBA) (10-14 bits)


A codeword of 10 to 14 bits, depending on the source picture format. The bits are the binary representation of the macroblock number of the first macroblock in the current slice as counted from the beginning of the picture in scanning order.  MBA uniquely identifies which macroblock in the picture is the first macroblock of the current slice. For source picture formats having fewer than 1024 macroblocks, 10 bits are used for MBA; 11 bits are used if there are at least 1024 and fewer than 2048 macroblocks, etc.  When a slice starting with macroblock number 0 is transmitted first for a picture, the slice header including SSTUF, SSC, GSBI, GFID, MBA and SQUANT is empty; the PSC is used instead. If the first slice being transmitted does not begin with macroblock number 0, as for out of order slices, then a slice header is used.





Refer to section 5.2.4 for definition of GSBI; section 5.2.5 for  GFID, and section 5.3 for description of Macroblock layer.


Annex L


Supplemental Enhancement Information Specification


(This annex forms an integral part of this Recommendation)





L.1	Introduction


This annex describes the format of the supplemental enhancement information sent in the PSUPP field of the picture layer of H.263. The capability of a decoder to provide any or all of the enhanced functionalities described in this annex may be signaled by external means (for example Recommendation H.245). Decoders which do not provide the enhanced functionalities may simply discard any PSUPP information bits that appear in the bitstream.  The presence of this supplemental enhancement information is indicated in PEI.





In this annex, a distinction is made between the “decoded picture” and the “displayed picture”.  For purposes of this annex, the “displayed picture” is a picture having the same source format as specified in the PTYPE of the current picture layer of the video bitstream syntax, and is constructed from the decoded picture, the prior displayed picture, and the additional supplementary data as described in this annex. [Note: A figure showing the relationship between the decoded picture and the displayed picture would be useful here.]


L.2.	PSUPP Format


The PSUPP data consists of a four-bit function type indication FTYPE, followed by a four-bit parameter data size specification DSIZE, followed by DSIZE octets of function parameter data, optionally followed by another function type indication, and so on.  One function type indication value is defined as an escape code to provide for future extensibility to allow definition of more than fifteen different functions.  A decoder which receives a function type indication which it does not support can discard the function parameter data for that function and then check for a subsequent function type indication which may be supported. The defined FTYPE values are shown in Table �seq Table \* arabic �4�.  [Ed. Note: A figure showing the format with FTYPE followed by DSIZE followed by parameter data followed by another FTYPE etc. would be useful here.]


TABLE 1/Annex L


FTYPE Function Type Values


0�
Reserved�
�
1�
Do Nothing�
�
2�
Full-Picture Freeze Request�
�
3�
Partial-Picture Freeze Request�
�
4�
Resizing Partial-Picture Freeze Request�
�
5�
Partial-Picture Freeze-Release Request�
�
6�
Full-Picture Snapshot Tag�
�
7�
Partial-Picture Snapshot Tag�
�
8�
Video Segment Start Tag�
�
9�
Video Segment End Tag�
�
10�
Reserved�
�
11�
Reserved�
�
12�
Reserved�
�
13�
Reserved�
�
14�
Reserved�
�
15�
Extended Function Type�
�



L.3	Do Nothing


The Do Nothing function indicates that no function is requested. This function is used to prevent start code emulation.  Whenever the last six bits of the final octet of the previous PSUPP information are all zero and no additional PSUPP function requests are to be sent, the Do Nothing function shall be inserted into PSUPP to prevent the possibility of start code emulation.  DSIZE must be zero for the Do Nothing function.


L.4	Full-Picture Freeze Request


The full-picture freeze request function indicates that the contents of the entire prior displayed video picture shall be kept unchanged, without updating the displayed picture using the contents of the current decoded picture.  The displayed picture shall then remain unchanged until the freeze picture release bit in the current PTYPE or in a subsequent PTYPE is set to 1, until a partial-picture freeze-release request is received, or until the source format specified in a picture header differs from that of previous picture headers, whichever comes first.  Any change in the picture source format shall act as a full-picture freeze release.  DSIZE shall be zero for the full-picture freeze request function.


L.5	Partial-Picture Freeze Request


The partial-picture freeze request function indicates that the contents of a specified rectangular area of the prior displayed video picture should be kept unchanged, without updating the specified area of the displayed picture using the contents of the current decoded picture.  The specified area of the displayed picture shall then remain unchanged until the freeze picture release bit in the current PTYPE or in a subsequent PTYPE is set to 1, until a partial-picture freeze-release request affecting the specified area is received, or until the source format specified in a picture header differs from that of previous picture headers, whichever comes first.  Any change in the picture source format shall act as a full-picture freeze release.  DSIZE shall be equal to 4 for the partial-picture freeze request.  The 32 bits that follow contain the horizontal and vertical location of the upper left corner of the frozen picture rectangle, and the width and height of the rectangle, respectively, using eight bits each and expressed in units of eight pixels. For example, a 24-pixel wide and 16 pixel tall area in the upper left corner of the video display is specified by the four parameters (0, 0, 3, 2).


L.6	Resizing Partial-Picture Freeze Request


The resizing partial-picture freeze request function indicates that the contents of a specified rectangular area of the prior displayed video picture should be resized to fit into a smaller part of the displayed video picture, which should then be kept unchanged, without updating the specified area of the displayed picture using the contents of the current decoded picture.  The specified area of the displayed picture shall then remain unchanged until the freeze release bit in the current PTYPE or in a subsequent PTYPE is set to 1, until a partial-picture freeze-release request affecting the specified area is received, or until the source format specified in a picture header differs from that of previous picture headers, whichever comes first.  Any change in the picture source format shall act as a full-picture freeze release.  DSIZE shall be equal to 8 for the resizing partial-picture freeze request.  The 64 bits that follow contain 32 bits used to specify the rectangular region of the affected area of the displayed picture, and then 32 bits used to specify the corresponding rectangular region of the affected area of the decoded picture.  The width and height of the rectangular region in the decoded picture shall both be equal to 2i  times the width and height specified for the rectangular region in the displayed picture, where i is an integer in the range of 1 to 8.  The location and size of each of these two rectangular regions is specified using the same format as such a region is specified in the partial-picture freeze request function.


L.7	Partial-Picture Freeze-Release Request


The partial-picture freeze-release request function indicates that the contents of a specified rectangular area of the displayed video picture shall be updated by the current and subsequent decoded pictures.  DSIZE shall be equal to 4 for the partial-picture freeze-release request.  The 32 bits that follow specify a rectangular region of the displayed frame in the same format as such a region is specified in the partial-picture freeze request function.


L.8	Full-Picture Snapshot Tag


The full-picture snapshot tag function indicates that the current picture is labeled for external use as a still-image snapshot of the video content.  DSIZE shall be equal to 4 for the full-picture snapshot tag function.  The 32 bits that follow specify a snapshot identification number for external use.


L.9	Partial-Picture Snapshot Tag


The partial-picture snapshot tag function indicates that a specified rectangular area of the current picture is labeled for external use as a still-image snapshot of the video content.  DSIZE shall be equal to 8 for the partial-picture snapshot tag function.  The first 32 bits of the following function parameter data specify a snapshot identification number for external use, and the remaining 32 bits of the following function parameter data specify a rectangular region of the decoded frame in the same format as such a region is specified in the partial-picture freeze request function.


L.10	Video Segment Start Tag


The video segment start tag function indicates that the beginning of a specified subsequence of video data is labeled as a useful section of video content for external use, starting with the current frame. DSIZE shall be equal to 4 for the video segment start tag function.  The 32 bits that follow specify a video segment identification number for external use.


L.11	Video Segment End Tag


The video segment end tag function indicates that the end of a specified subsequence of video data is labeled as a useful section of video content for external use, ending with the previous frame. DSIZE shall be equal to 4 for the video segment start tag function.  The 32 bits that follow specify a video segment identification number for external use.


L.12	Extended Function Type


The extended function type indication is used to signal that the following PSUPP octet contains an extended function.  The usage of extended functions is reserved for the ITU to have a later ability to define a larger number of backward-compatible PSUPP data functions.  DSIZE shall be equal to zero for the extended function type indication.  In order to allow backward compatibility of future use of the extended function type indication, decoders shall treat the second set of four bits in the octet which follows the extended function type indication as a DSIZE value indicating the number of subsequent octets of PSUPP that are to be skipped for extended function parameter data, which may be followed by additional FTYPE indications.
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