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�ITU-T Low Bitrate Coding Experts Group

Request for Advanced Video Coding Proposals



Introduction

The purpose of this document is to solicit proposals from organizations.  The proposals should provide advanced video coding techniques which are suitable for the ITU-T Low Bitrate Coding (LBC) Experts Group’s Advanced Video Coding (H.263L) project.  This project is tasked with developing an ITU-T recommendation which addresses Real-Time Audio/Visual Conversational Services Applications.

ITU-T Low Bitrate Coding Experts Group

The ITU-T Low Bitrate Coding (LBC) Experts Group is beginning their work on the development of an advanced video coding recommendation.  The targeted application area for this recommendation is Real-Time Audio/Visual Conversational Services Applications operating primarily over low bitrate ((64kbps) channels. This is also is one of the targeted application areas for the planned ISO/IEC MPEG4 standard.



The ITU-T LBC Advanced Video Coding (H.263L) Ad Hoc Group was established for the purpose of evaluating appropriate technology, for selecting and optimizing technology to meet the requirements of the application, and for developing the recommendation.  The Advanced Video Coding project expects to work closely with the ISO/IEC MPEG4 project and the efforts of the Advanced Video Coding AHG are expected to produce one or more “tools” for the MPEG4  “toolbox” (see the MPEG4 Project Description).

ITU-T LBC Advanced Video Coding Project (H.263L)

The ITU-T Advanced Video Coding work is intended to provide a video coding recommendation which performs at very low bitrates with performance which is substantially better than that achievable with existing standards.  The adopted technology should provide for:

enhanced visual quality at very low bitrates and particularly at PSTN rates ((28.8Kbps),

enhanced error robustness in order to accommodate the error prone environments experienced when operating over some channels such as mobile networks,

low complexity as would be appropriate for small relatively inexpensive A/V terminals, and

low end-to-end delay as required in bi-directional personal communications environments.



The intent of the planned recommendation is to promote interoperability.  Therefore, elements required to ensure interoperability (e.g., bitstream and decoder) will be standardized.  Those elements which may be useful or required in a system but are not necessary to ensure interoperability (e.g., rate control and post-processing filters) are not expected to be standardized.



Proposal submissions are being accepted starting immediately and will continue to be accepted until July 1997.  Early submission is encouraged to allow greater opportunity for positively evaluated proposals to be incorporated into the evolving recommendation.



The project plan and timeline for the ITU-T Advanced Video Coding (H.263L) Project is shown below.

�Figure 1:  H.263L Project Plan and Timeline
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During the Open Submission Phase of the project, proposals are explicitly solicited for the purpose of evaluation (by experts).  These submissions and proposals may be deemed appropriate to form a basis for further  work.  The evaluation process will determine the suitability of the techniques or technologies for the project by assessing their performance and appropriateness relative to the needs of the project and the requirements of Real-Time Audio/Visual Conversational Services Applications.  The different proposals will be judged on their relative merits, as compared to each other and to the Test Model.  (The Test Model is to be the MPEG4 Verification Model except the MPEG4 VM  may have constraints placed upon it appropriate to real time conversational services.)  If deemed to be warranted, a formalized testing procedure may be implemented.  A revised Test Model is expected to be produced by the end of the Open Submission Phase.



During the Core Experiment Phase, the selected techniques and/or technologies will be integrated into the Test Model which will then be tested, improved, and optimized by the core experiment process.  In this phase, suggestions and proposals for experiments to build upon and improve the Test Model will be solicited.  The core experiment process will provide a controlled mechanism for testing and evaluating the merits of experiment proposals.  Generally, these proposals will be for modifications to the Test Model but proposals for additions to the Test Model may be accepted by the experts if justified by the potential for improvement.



During the Recommendation Development phase, working drafts of the recommendation which track the development of the Test Model will be prepared.  The final working draft, expected in October 1998, will form the completed recommendation to be submitted for approval to the ITU-T Study Group 15 in November 1998.

Real-Time A/V Conversational Services Applications

The set of Real-Time Audio/Visual Conversational Services Applications includes a broad range of somewhat diverse applications with generally similar characteristics and requirements.



The term “real-time” is a primary distinguishing feature of this audio/visual application class.  In a real-time application, information is simultaneously acquired, processed, and transmitted and is usually used immediately at the receiver.  This feature implies critical delay and complexity constraints on the codec algorithm.



The other primary distinguishing feature of the application class relates to the term “conversational services”.  This feature implies user-to-user communications with bi-directional connections and that the audio content is mainly speech which further implies that hands free operation is relevant and that minimization of the encoder and decoder complexities are equally important.  Although this application class includes mainly conversational interaction, the scenes presented to the video encoder may be diverse and, therefore, no broad general conclusions may be derived about the video content.



An important component of any application in this class is the transmission media over which it will need to operate.  The transmission media to be considered in the context of this application class and this document include PSTN, ISDN (1B), dial-up switched-56kbps service, LANs, Mobile networks (GSM, DECT, UMTS, FLMPTS, NADC, PCS, etc.), microwave and satellite networks, digital storage media (i.e., for immediate recording), and concatenations of the above.  Due to the large number of likely transmission media and the wide variations in the media error and channel characteristics, error resiliency and error recovery are critical requirements for this application class.



Specific examples of Real-Time Audio/Visual Conversational Services Applications include the video telephone (videophone), videoconferencing (multipoint videophone with individuals and/or groups), cooperative work (usually involves conversational interaction and data communication), symmetric remote expert (i.e., medical or mechanical assistance), and symmetric remote classroom.  Related, but less conversational services oriented applications may include remote monitoring and control, news gathering, asymmetric remote expert, asymmetric remote classroom, and (perhaps) games.

Intended Use of the Document

This document is intended to specify clearly the set of attributes that will be considered, as a group, when evaluating proposals during the Competitive Phase.  This set of attributes consists of those requirements deemed essential for Real-Time Audio/Visual Conversational Services Applications.

Description of Essential Attributes

This section describes and defines the essential attributes of Real-Time Audio/Visual Conversational Services Applications.  

Low Bitrate

In general, the ITU-T Low Bitrate Coding Experts Group is concerned with Real-Time Audio/Visual Conversational Services Applications operating at bitrates less than 64Kbps.  For the Advanced Video Coding (H.263L) Project, all bitrates less than 64Kbps are of interest but the primary focus will be on bitrates less than 28.8Kbps (PSTN).  It is assumed that the video bit allocation on PSTN channels will be something less than 24Kbps.

Video Quality

Video Quality is defined as an assessment of the decoded video's adequacy for the application.  For Real-Time Audio/Visual Conversational Services Applications, task-based quality assessment is an appropriate approach to assessing the adequacy of the decoded video quality by determining if the application user can perform tasks typical to the application.  Tasks to be considered in the evaluation include face recognition, emotion recognition, and sign language reading.  Objective quality measures (such as SNR) will be used to supplement the task based evaluation.

Error Resilience and Recovery

Typical elements of an Error Resilience and Recovery scheme would include correction, concealment, fault tolerance, graceful degradation, and recovery.  Error Resilience is defined as the ability of the video quality to gracefully degrade when the bitstream is subjected to error conditions due to the channel characteristics.   While the true requirement is to show error resilience for error conditions on the appropriate real transmission media, it is difficult to specify due to the many different raw channel conditions, channel coding, and residual error conditions that may be encountered.  In addition, the systems layer is expected to perform some level of error processing to further reduce the residual errors which actually enter the video codec.  Therefore, the video codec error resilience will be evaluated by its ability to withstand 10-4 random bit errors and  burst errors of 50% for 16mS at 1 Hz and by its ability to detect and conceal errors.



Error Recovery is the ability to regain a usable video quality quickly after a serious uncorrectable error condition (e.g., long duration burst error).  Error Recovery will be evaluated by the amount of time required to recover.



Error Resilience and Recovery results may be verified with “standard” error pattern bitstreams.

Video Delay

There are three types of delays to specify for the video codec: (1) initial delay and (2) regular delay.  For the purposes of the evaluation, delay will be simply defined as the delay the delay between when the data is presented to the encoding unit and presented from the decoding unit. (assuming a constant bandwidth channel).  Any inherent delays (such as buffering at the encoder or decoder) will be included in the delay evaluation.

Video Codec Complexity

Video Codec Complexity is defined in terms of the hardware, firmware, and software, required to implement the video codec.  In addition to the general concerns about complexity, for Real-Time Audio/Visual Conversational Services systems complexity is a significant concern due to the effects it will have on issues such as terminal portability, battery life, and consumer cost.  The complexity will be evaluated based on an approximate measure of complexity, namely the processing time and platform and the memory requirements for the encoder and decoder.  Additional details relative to complexity provided by the proposer may aid in the evaluation.

Competitive Phase Submissions

This section describes the Competitive Phase evaluation process and identifies and describes the required elements of a submission.

Competitive Phase Evaluation Process

The set of essential attributes (discussed in Section 2) was chosen from the ITU-T/LBC Requirements Document for Real-Time Audio/Visual Conversational Services Applications.  It is recommended that proposers review that document for additional detail on the essential attributes as well as other requirements contained therein.



The evaluation of submissions will be an “evaluation by experts” conducted by the experts participating in the Advanced Video Coding AHG.  Participation by experts not currently involved is welcome.



It is expected that the proposals will perform differently relative to various attributes so the Competitive Phase evaluation process will attempt to choose the “best” overall solution(s).  If necessary, a formalized test procedure will be developed to aid in this process.  It may also be appropriate to also consider other of the requirements contained in the requirements document.



Due to the current state of research on the various techniques which may be submitted for evaluation, it is not expected that all proposals will explicitly address all of the essential attributes. In these cases, the proposers are invited to provide information which will allow the LBC experts to estimate an evaluation for those attributes.  For example, it may be that a proposal does not explicitly address Error Resilience.  The proposer should address this by suggesting how the proposal could be modified to address error conditions and the probable impact the change will have on other attributes of the proposal.  If, for example, a proposer suggests a combination of FEC and interleaving in order to address errors an estimate of the additional delay and the video bit allocation reduction should be provided.  In addition, the demonstration tape should include an example of the video quality (at the reduced bitrate) and delay expected as a result.



It is also not expected that all proposals will represent “finished solutions”.  For example, a proposal may be overly complex due to the immaturity of the research.  In this type of case, the proposer should provide a reasonable and justifiable estimate of the improvement to be expected and suggest a method for implementing the improvement.  If it is foreseen that the suggested “improvement” will negatively impact other attributes, an estimate of this effect should also be provided.



Proposers should also take into consideration that the realism and completeness of their submissions will be taken into account in the evaluation.  The following subsections provide an indication of the minimum information which needs to be provided with a submission.  Additional or supporting information is also welcome and may enhance the evaluation of the proposal.

Demonstration Tape

D1 demonstration tapes must be presented for viewing.  The requested sequences, bitrates, and frame rates for demonstration tapes are indicated in the following table.



Bitrate (Kbps)�10�24�112��Spatial Resolution�QCIF�QCIF�CIF��Frame Rate (FPS)�7.5�10�15��Sequences�(30S) Mother and Daughter 

(10S) Hall Objects�(30S) Mother and Daughter

(10S) Silent Voice

(10S) News

(10S) Foreman�(10S) Coastguard

(10S) Foreman

(30S) Gary��

Additional sequences, bitrates,  and/or frame rates are also welcome.  Skipped frames are acceptable (so long as the sequences are realistically displayed and statistics are provided) and variable framerate demonstration sequences are welcome.



To provide a common starting point, all sequences should be downsampled to CIF or QCIF (as appropriate) by using the filter program developed for MPEG-4.  This would ensure that all submissions begin from the same source material.



All images should be displayed at CIF size.  The MPEG-4 upsampling filter is to be used when converting from QCIF to CIF resolution.  The resulting CIF image should be displayed side-by-side with the current Test Model.  That is, the display should consist of two CIF images side-by-side on the screen.



The meeting of these recommended conditions should be sufficient to allow a direct comparison between proposals, while not being so comprehensive as to become a burden on proposers.  Proposers are encouraged to provide whatever additional material they feel would be beneficial to demonstrate aspects of their proposal.



A paper describing the taped demonstration is expected.  It should also identify any special features of the demonstration material such as frame skipping, degree of jitter, degree of delay, framerate variability, etc.

Technical Description

The technical description must be sufficient to allow an understanding of the proposal and to allow an evaluation relative to the essential attributes discussed in Section 2.  Information on other merits of the proposal (e.g., performance relative to other attributes defined by the ITU-T/LBC Requirements Document for Real-Time Audio/Visual Conversational Services Applications) are welcome and may enhance the evaluation.

Point of Contact

Requests for additional information should be directed to either of the persons identified below, as should proposals and associated materials.  Where possible, advance notice of an intent to submit would assist preparation.





Richard Schaphorst, Chair, ITU-T Low Bitrate Coding Experts Group

	Delta Information Systems

	300 Welsh Rd.

Horsham, PA 19044  USA

+1-215-657-5270 (voice)

+1-215-657-5273 (fax)

rshaphorst@delta-info.com (e-mail)





and





Richard Ivy, Chair, ITU-T/LBC Advanced Video Coding AHG

	Electronic System Products

	5720 Peachtree Parkway, NW

	Norcross, GA 30092

	+1-770-734-0100 (voice)

	+1-770-441-3945 (fax)

	Richard.Ivy@antec.com (e-mail)









The ITU-T/LBC Requirements Document for Real-Time Audio/Visual Conversational Services Applications  and other relevant documents may be obtained from an anonymous fpt site at:



ftp://ftp.std.com/vendors/PictureTel/h263L/xxx.doc



where “xxx.doc” is the filename of a document.  The file “register.doc” is the document register and contains document filenames and titles.



To obtain video sequences or information, contact Richard Ivy as indicated above.
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