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�Requirements for Real-Time

Audio/Visual Conversational Services Applications



Introduction

This document proposes a set of requirements for Real-Time Audio/Visual Conversational Services Applications operating primarily over low bitrate ((64 kbps) channels.  This is a targeted application area of the ITU-T LBC Advanced Low Bitrate Video Coding project (H.263L) and is one of the targeted application areas for the ISO/IEC MPEG-4 project.



Section 1 provides background information, Section 2 defines the requirement areas to be addressed, and Section 3 specifies the actual requirements.

ITU-T Advanced Low Bitrate Video Coding Introduction



The ITU-T Advanced Low Bitrate Video Coding work is intended to result in a video coding recommendation which performs at low bitrates substantial improvement in features and functionality over that which is achievable with existing standards.  It is not expected to address audio coding related issues.



The Advanced Low Bitrate Video Coding effort is targeted for the video coding portions of Real-Time Audio/Visual Conversational Services Applications operating over low bitrate ((64 kbps) channels.  In addition to providing subjectively better visual quality at low bitrates, the adopted technology should provide enhanced error robustness in order to accommodate the error prone environments experienced when operating over some channels such as mobile networks. Other essential attributes to be considered in the development of this recommendation are  video delay and codec complexity.



ISO/IEC MPEG-4 Introduction

The ISO/IEC MPEG-4 work is intended to provide an audio/visual coding standard allowing for interactivity, high compression and/or universal accessibility.  The MPEG-4 PPD emphasizes the importance of high compression for low bit-rate applications.  The MPEG-4 PPD also emphasizes that universal accessibility implies a need for useful operation over heterogeneous networks, in error-prone environments, and at low bitrates.



The MPEG-4 effort is expected to address or enable a variety of applications such as Real-Time Audio/Visual Conversational Services Applications, multimedia systems, and remote sensing audio/visual systems.  Furthermore, the methods are expected to operate over a variety of wired networks, wireless networks, and storage media with varying error characteristics.

Real-Time A/V Conversational Services Introduction

The set of Real-Time Audio/Visual Conversational Services Applications includes a broad range of somewhat diverse applications with generally similar characteristics and requirements.



The term ìreal-timeî is a primary distinguishing feature of this audio/visual application class.  In a real-time application, information is simultaneously acquired, processed, and transmitted and is usually used immediately at the receiver.  This feature implies critical delay and complexity constraints on the codec algorithm.



The other primary distinguishing feature of the application class relates to the term ìconversational servicesî.  This feature implies user-to-user communications with bi-directional connections and that the audio content is mainly speech which further implies that hands free operation is relevant and that minimization of the encoder and decoder complexities are equally important.  Although this application class includes mainly conversational interaction, the scenes presented to the video encoder may be diverse and, therefore, no broad general conclusions may be derived about the video content.



An important component of any application in this class is the transmission media over which it will need to operate.  The transmission media to be considered in the context of this application class and this document include PSTN, ISDN (1B), dial-up switched-56kbps service, LANs, Mobile networks (GSM, DECT, UMTS, FLMPTS, NADC, PCS, etc.), microwave and satellite networks, digital storage media (i.e., for immediate recording), and concatenations of the above.  Due to the large number of likely transmission media and the wide variations in the media error and channel characteristics, error resiliency and error recovery are critical requirements for this application class.



Specific examples of Real-Time Audio/Visual Conversational Services Applications include the video telephone (videophone), videoconferencing (multipoint videophone with individuals and/or groups), cooperative work (usually involves conversational interaction and data communication), symmetric remote expert (i.e., medical or mechanical assistance), and symmetric remote classroom.  Related, but less conversational services oriented applications may include remote monitoring and control, news gathering, asymmetric remote expert, asymmetric remote classroom, and (perhaps) games.

Expected Time Schedule

The expected completion date for the ITU-T Advanced Low Bitrate Video Coding Recommendation and the ISO/IEC MPEG-4 Standard is November 1998.  Therefore, the ISO/IEC Motion Pictures Experts Group work is expected to be carried out in close collaboration with the ITU-T Experts Group for Very Low Bit-rate Visual Telephony.

Requirement Priorities

Each of the various requirement specifications have an associated priority.  In this proposal, three priority classes are used:



Priority 1:  Essential - the specification cannot be relaxed;

Priority 2:  Important -some relaxation of the specification could be tolerated;

Priority 3:  Desirable - the specification could be relaxed or dropped.

Document Organization

Section 2 and Section 3 of this document provide details about the requirements for the three components of a Real-Time Audio/Visual Conversational Services Application system:  Video, Audio, and Systems,.  Section 2 provides descriptions for the requirement areas relevant to Video, Audio, and Systems.  Each  subsection has two aspects: (1) defining terms relevant to each requirement area, and (2) indicating how each requirement area is specified.  Section 3 is the actual specification of the requirements.  In this section, concise specifications of the requirements are presented in tabular form.  The tables also contains a priority indication for each requirement specification.

Intended Use of the Document

This document is intended to specify clearly the systems, video coding, and audio coding attributes that have been identified as required for the Real-Time Audio/Visual Conversational Services Applications.  Furthermore, it is intended to be used as an input for the development of the ITU-T Advanced Low Bitrate Video Coding (video) Recommendation and the ISO/IEC MPEG-4 Standard.  For ITU, this document shall define the requirements for the long-term effort being developed within the LBC group.  For MPEG4, this document is requested to be used to define the requirements for a profile for real time audio/visual conversational services applications, and to form the requirements for a verification model designed to fulfill this profile.  Given these missions, this document shall help (1) define subjective test procedures appropriate for Real-Time Audio/Visual Conversational Services Applications, (2) provide objectives and priorities related to Real-Time Audio/Visual Conversational Services Applications during the collaborative phase of the Recommendation/Standard development, (3) define appropriate profile characteristics for Real-Time Audio/Visual Conversational Services Applications, (4) determine appropriate verification or test models for Real-Time Audio/Visual Conversational Services Applications, and (5) define the verification tests for the Recommendation/Standard for applications related to Real-Time Audio/Visual Conversational Services.



Description of Requirement Areas

This section describes and defines the requirement areas for the three major components of Real-Time Audio/Visual Conversational Services Applications.  Sections 2.1, 2.2, and 2.3 present descriptions of the requirement areas related to, respectively, the video codec, the audio codec, and the systems layer.  These sections provide appropriate definitions, and give information relative to the manner of specification.  Section 3 provides, in tabular form, the actual requirements specifications.



Description of Video Requirement Areas

This section identifies and describes the requirement areas appropriate to the video codec.



Video Content

Video Content is defined as the content of the visual scenes which the video encoder is expected to encounter.  It is specified by listing appropriate scene classes.  Examples of types of video include generic (unrestricted video content), head and shoulders (one sitting person with relatively little motion), group of people (two or more people with relatively little motion), global motion (mobile or hand-held camera motion including pan and zoom type motion), graphics: (written text, printed text, drawings, computer generated scenes), and special imaging sensors (infra-red, radar, sonar).

Video Format

Video Format is defined as the format(s) that must be supported by the video coding scheme (accepted as input to the encoder, supported by the bitstream syntax, and produced by decoder).  Pre-processing and post-processing may be used to convert from acquisition formats to the Video Format, and from the Video Format to the display format, respectively.  The video format is composed of several parameters: luminance spatial resolution, chrominance spatial resolution, color space, temporal resolution, pixel aspect ratio, pixel quantization, and scanning method.

Video Quality

Video Quality is defined as an assessment of the decoded video's adequacy for the application.  For Real-Time Audio/Visual Conversational Services Applications, task-based quality assessment is an appropriate approach to assessing the adequacy of the decoded video quality by determining if (based on the decoded video) the application user can perform some task typical to the application.  The requirement is specified by listing the tasks to be performed.  Example tasks are face recognition, emotion recognition, lip reading, sign language reading, object recognition, and text reading.

Video Bitrate Capability

The Video Bitrate is the rate at which the video bitstream is delivered to the input of a video decoder.  Some transmission channels (e.g., PSTN) require or impose a constant bitrate (CBR) delivery from the encoder to the decoder while others (e.g., ATM) provide for variable bitrate (VBR) delivery. Both CBR and VBR capability should be addressed.

Error Resilience and Recovery

Typical elements of an Error Resilience and Recovery scheme would include correction, concealment, fault tolerance, graceful degradation, and recovery.  Error Resilience is defined as the ability of the video quality to gracefully degrade when the bitstream is subjected to error conditions due to the channel characteristics.   While the true requirement is to show error resilience for error conditions on the appropriate real transmission media, it is difficult to specify due to the many different raw channel conditions, channel coding, and residual error conditions that may be encountered.  In addition, the systems layer is expected to perform some level of error processing to further reduce the residual errors which actually enter the video codec.  Therefore, the video codec error resilience requirement is specified in this document in terms of the level of (1) the random bit error rate entering the codec, (2) the duration and maximum frequency for short burst errors, and in terms of capability for (3) data prioritization, (4) error detection and (5) error concealment.  Error Recovery is the ability to resynchronize to the bitstream and regain the video quality after a serious uncorrectable error condition (e.g., long duration burst error) and is specified by a maximum recovery time.

Video Delay

There are two types of delays to specify for the video codec: (1) initial delay and (2) regular delay.  Initial Delay is the time contributed by the video codec to the delay between when the communications channel is established and when the visual material presentation is begun.  Regular Delay is the time contributed by the video codec between when the data (excluding the initial data whose delay is specified by the Initial Delay) is acquired at the encoding unit and when the data is delivered by the decoding unit. Note that the video delay specification impacts the delay allowable for the systems layer which has to meet maximum allowable overall systems delay specifications.

Video Codec Complexity

Video Codec Complexity is defined in terms of the hardware, firmware, and software, required to implement the video codec.  In addition to the general concerns about complexity, for Real-Time Audio/Visual Conversational Services systems complexity is a significant concern due to the effects it will have on issues such as terminal portability, battery life, and consumer cost.  The complexity is specified in terms of an approximate measure of the processing time and memory size and input/output bandwidth for the encoder and decoder.

Video Extensibility

Video Extensibility is defined as the ability of the video codec to support unanticipated features within the bitstream.  Such features may require new data structures of arbitrary number and length.

Video Scalability

Video Scalability is the ability of the video codec to support an ordered set of bitstreams which produce a reconstructed sequence.  Moreover, the codec supports the output of useful data when only certain subsets of the bitstream are decoded.  The minimum subset that can be decoded is the first bitstream which is called the base layer.  The remaining bitstreams in the set are called enhancement layers.  This requirement is specified by indicating a Number of Layers.  Specifying one layer is the degenerate case (a non-scaleable bitstream) and indicates that scalability is not required.

Description of Audio Requirement Areas

This section identifies and describes the requirement areas appropriate to the audio codec.

Audio Content

Audio Content is defined as the content of the audio material which the audio encoder is expected to encounter.  It is specified by listing appropriate classes.  Examples of types of audio include generic (unrestricted audio content), speech (a human voice), music (instruments and/or singing, typically with a wide bandwidth), signaling tones (i.e., signaling and communication on telephone networks), and computer generated (i.e., artificial speech, music and sound effects).

Audio Format

Audio Format is defined as the format(s) that must be supported by the audio coding scheme (accepted as input to the encoder, supported by the bitstream syntax, and produced by decoder).  Pre-processing and post-processing may be used to convert from acquisition formats to the Audio Format, and from the Audio Format to the presentation format, respectively.  The audio format is composed of several parameters: bandwidth, sampling rate, dynamic range, and number of channels.

Audio Quality

Audio Quality is defined as an assessment of the decoded audio's adequacy for the application.  For Real-Time Audio/Visual Conversational Services Applications, task-based quality assessment is an appropriate approach to assessing the adequacy of the decoded audio quality by determining if (based on the decoded audio) the application user can perform some task typical to the application.  The requirement is specified by listing the tasks to be performed.  Example tasks are interactive conversation, intelligibility, and voice recognition.

Audio Bitrate Capability

The Audio Bitrate is the rate at which the audio bitstream is delivered to the input of an audio decoder.  Some transmission channels (e.g., PSTN) require or impose a constant bitrate (CBR) delivery from the encoder to the decoder while others (e.g., ATM) provide for variable bitrate (VBR) delivery.  Both CBR and VBR capability should be addressed.

Error Resilience and Recovery

Typical elements of an Error Resilience and Recovery scheme would include correction, concealment, fault tolerance, graceful degradation, and recovery.  Error Resilience is defined as the ability of the audio quality to gracefully degrade when the bitstream is subjected to error conditions due to the channel characteristics.   While the true requirement is to show error resilience for error conditions on the appropriate real transmission media, it is difficult to specify due to the many different raw channel conditions, channel coding, and residual error conditions that may be encountered.  In addition, the systems layer is expected to perform some level of error processing to further reduce the residual errors which actually enter the audio codec.  Therefore, the audio codec error resilience requirement is specified in this document in terms of the level of (1) the random bit error rate entering the codec, (2) the duration and maximum frequency for short burst errors, and in terms of capability for (3) data prioritization, (4) error detection and (5) error concealment.  Error Recovery is the ability to resynchronize to the bitstream and regain the audio quality, after a serious uncorrectable error condition (e.g., long duration burst error)

Audio Delay

There are two types of delays to specify for the audio codec: (1) initial delay and (2) regular delay.  Initial Delay is the time contributed by the audio codec to the delay between when the communications channel is established and when the audio material presentation is begun. Regular Delay is the time contributed by the audio codec between when the data (excluding the initial data whose delay is specified by the Initial Delay) is acquired at the encoding unit and when the data is delivered by the decoding unit.  Note that the audio delay specification impacts the delay allowable for the systems layer which has to meet maximum allowable overall systems delay specifications.

Audio Codec Complexity

Audio Codec Complexity is defined in terms of the hardware, firmware, and software, required to implement the audio codec.  In addition to the general concerns about complexity, for Real-Time Audio/Visual Conversational Services systems complexity is a significant concern due to the effects it will have on issues such as terminal portability, battery life, and consumer cost.  The complexity is specified in terms of an approximate measure of the processing time and memory size and input/output bandwidth for the encoder and decoder.

Audio Extensibility

Audio Extensibility is defined as the ability of the audio codec to support unanticipated features within the bitstream.  Such features may require new data structures of arbitrary number and length.

Audio Scalability

Audio Scalability is the ability of the audio codec to support an ordered set of bitstreams which produce a reconstructed sequence.  Moreover, the codec supports the output of useful data when only certain subsets of the bitstream are decoded.  The minimum subset that can be decoded is the first bitstream which is called the base layer.  The remaining bitstreams in the set are called enhancement layers.  This requirement is specified by indicating a Number of Layers.  Specifying one layer is the degenerate case (a non-scaleable bitstream) and indicates that scalability is not required.

Description of Systems Requirement Areas

This section identifies and describes the requirement areas appropriate to the systems layer.

Synchronization

There are two aspects to the specification of synchronization: audio/video synchronization and encoder/decoder synchronization.  Audio/Video Synchronization is the ability to resynchronize the video and audio at the system layer decoder.  Encoder/Decoder Synchronization is defined as the ability to resynchronize the encoder and decoder system clocks.  Resychronization is required due to the fact that the transmission media may introduce time delay and jitter which can cause a differential delay between the audio and video signals or between the decoder and encoder system clocks.  A differential delay of zero time units describes, respectively, perfectly synchronized audio video signals or a perfectly synchronized encoder and decoder.  The Audio/Video Synchronization and Encoder/Decoder Synchronization capabilities are specified as a range of Differential Delay to be Resynchronized (i.e., differential delays which the system must be able to resynchronize).



Auxiliary Data Capability

Auxiliary Data Capability is the ability of the systems layer to support the multiplexing of one or more auxiliary data channels into the system bitstream.  Auxiliary data is any data which is not part of the video or audio bitstreams, systems overhead, or system to system communication.  Auxiliary Data Capability is specified as the number of auxiliary data channels that the system layer is capable of allocating.  The impact that auxiliary data capability may have on delay, error resilience, and synchronization requirements is application dependent.

Virtual Channel Allocation Flexibility

Virtual Channel Allocation Flexibility is the degree of flexibility provided by the system layer for allocation of virtual channels in the system stream for the video, audio, and data streams.  The flexibility is characterized by three parameters: (1) the number of virtual channels, (2) flexible bit-rate allocation, and (3) dynamic allocation.  The Number of Virtual Channels: is the number of virtual channels that the system layer can support.  Flexible Bit-Rate Allocation: is the ability of the system layer to allocate a bitrate to each virtual channel.  Dynamic Allocation: is the ability to dynamically create virtual channels, delete virtual channels, or adjust the bit-rate allocation for the virtual channels during the connection.  Among other possible benefits, this flexibility allows for on-line trade-off between audio and video quality and for application specific on-demand channels.

System Bitrate Capability

The System Bitrate is the rate at which the system bitstream is delivered to the system layer decoder and it is the total of the video, audio, and data bitrates and the systems layer overhead bits (i.e., packet headers, addressing and control bytes, packet length indicators, and error control bytes).  Some transmission channels (e.g., PSTN) require or impose a constant bitrate (CBR) delivery from the encoder to the decoder while others (e.g., ATM) provide for variable bitrate (VBR) delivery. Both CBR and VBR capability should be addressed.



Error Resilience and Recovery

Typical elements of an Error Resilience and Recovery scheme would include correction, concealment, fault tolerance, graceful degradation, and recovery.  Error Resilience is defined as the ability of the system quality to gracefully degrade when the bitstream is subjected to error conditions due to the channel characteristics.   While the true requirement is to show error resilience for error conditions on the appropriate real transmission media, it is difficult to specify due to the many different raw channel conditions, channel coding, and residual error conditions that may be encountered.  Therefore, the systems error resilience requirement is specified in this document in terms of the bit error rate entering the demultiplexer and a channel characteristic and in terms of capability for data prioritization and error detection.  Error Recovery is the ability to resynchronize the demultiplexer to the bitstream quickly after a serious uncorrectable error condition and is specified by a maximum recovery time.



System Delay

The total system delay seen by an application is the sum of delays introduced by the various component processes such as data acquisition, encoding, encrypting, multiplexing, transmission, demultiplexing, decrypting, decoding, and output presentation.  There are two types of delays to specify for the system layer: (1) initial delay and (2) regular delay.  Initial Delay is the time between when the communications channel is established and when the audio/visual material presentation is begun.  Regular Delay is the time between when the data (excluding the initial data whose delay is specified by the Initial Delay) is acquired at the encoding unit and when the data is delivered by the decoding unit. The system layer must take into account the allowed video and audio delays, in order to meet the system specifications.

System Complexity

System Complexity is defined in terms of the hardware, firmware, and software, required to implement the overall system.  In addition to the general concerns about complexity, for Real-Time Audio/Visual Conversational Services systems complexity is a significant concern due to the effects it will have on issues such as terminal portability, battery life, and consumer cost.  The complexity is specified in terms of an approximate measure of the processing time and memory size and input/output bandwidth for the overall system.



System Extensibility

System Extensibility is defined as the ability of the system syntax to support unanticipated features within the bitstream.  Such features may require new data structures of arbitrary number and length.

User Controls

User Control of Real-Time Audio/Visual Conversational Services Applications is defined as the ability of the user of the terminal to control the operation of certain system functions.  User controls are specified by listing the functions over which the user has control.

Transmission Media Interworking

Transmission Media Interworking is defined as the ability to operate across a variety of transmission media (telecommunication networks and storage media), including heterogeneous mixes of transmission media.  The Specific Media are specified by listing the transmission media classes which must be supported on an interworking basis.  Specific Capabilities that may be necessary to enable Transmission Media Interworking are also listed.

Interworking with Other Audio/Visual Systems

Interworking with Other Audio/Visual Systems is defined as the ability to communicate data with other audio/visual systems.  It is specified by indicating with which audio/visual systems it must be possible to communicate.

System Scalability

System Scalability is the ability of the system syntax to support an ordered set of bitstreams which produce a reconstructed sequence.  Moreover, the system supports the output of useful data when only certain subsets of the bitstream are decoded.  The minimum subset that can be decoded is the first bitstream which is called the base layer.  The remaining bitstreams in the set are called enhancement layers.  This requirement is specified by indicating a Number of Layers.  Specifying one layer is the degenerate case (a non-scaleable bitstream) and indicates that scalability is not required.

Security

There are three components to the specification of security for a Real-Time Audio/Visual Conversational Services Application: encryption, authentication, and key management.  Encryption is defined as the process of protecting information so as to prevent its interception by unauthorized users.  Authentication is defined as the prevention of unauthorized users from gaining access to a communication channel.  Key Management is defined as the management of keys used for data encryption and access to a key allows the user to encrypt and decrypt information.

Multipoint Capability

Multipoint Capability is defined as the capability of the system syntax and signaling to support the transmission of one or more audio/visual data streams to multiple receiving points through multipoint control units.  (Note that multipoint operation may impact the specification of the Audio/Video Synchronization, Auxiliary Data Capability, Virtual Channel Allocation Flexibility, and System Delay requirements.)

�Requirements Specification

This section specifies the requirements for the three major components of Real-Time Audio/Visual Conversational Services Applications.  Sections 3.1, 3.2, and 3.3 present the requirements specifications in tabular form for, respectively, the video codec, the audio codec, and the systems layer.  For information on appropriate definitions, and the manner of specification, see Section 2.



Specification of Video Requirements

The basic functionality required of the video codec of Real-Time Audio/Visual Conversational Services is specified in the following table.  This functionality is sufficient to support basic operation of the applications.  See Section 2.1 for associated information.



Table 3.1:  Specification of Video Codec Requirements�����Requirement Area�Requirement Parameter�Specification�Priority��Video Content�Types of Video�Generic�2����Head and Shoulders�1����Group of People�1����Global Motion�2����Graphics�2����Special Image Sensors�3��Video Format�Luminance Spatial Resolution�QSIF/QCIF�1����SIF/CIF�2����4*SIF/CIF�3���Color Space�Y, Cr, Cb�1���Chrominance Spatial Resolution�4:2:0�1����4:2:2�3���Temporal Resolution�>5�1���Pixel Aspect Ratio�1.067/1.000�1/2���Pixel Quantization�8,8,8�1���Scanning Method�Progressive�1��Video Quality�Task-Based Quality Assessment�Face Recognition�1���(Note that it may be appropriate to modify�Emotion Recognition�1���  task based quality assessment priorities�Lip Reading�2���  as a function of video content.)�Sign Language�1����Text Reading�2��Video Bitrate Capability�CBR�Yes�1���VBR�Yes�1��Error Resilience & Recovery�Random BER / Burst Duration, Frequency�10-4/16 ms, 1 Hz�1/1���Data Prioritization Capability�Yes�2���Error Detection (corrupt data, insertion, deletion)�Yes�1���Error Concealment�Yes�1���Error Recovery Time (max.)�1 second�2��Video Delay (max.)�Initial Delay�1 sec. / 0.5 sec�1/2���Regular Delay�250 ms / 150 ms�1/2��Video Codec Complexity�Encoder Processing/Memory�TBD/TBD�1/1���Decoder Processing/Memory�TBD/TBD�1/1��Video Extensibility��Yes�2��Video Scalability�Number of Layers�1/2/>2�1/2/3��Specification of Audio Requirements

The basic functionality required of the audio codec of Real-Time Audio/Visual Conversational Services is specified In the following table.  This functionality is sufficient to support basic operation of the applications.  See Section 2.2 for associated information.



Table 3.2:  Specification of Audio Codec Requirements�����Requirement Area�Requirement Parameter�Specification�Priority��Audio Content�Types of Audio�Generic�2����Speech�1����Music�2����Signaling Tones�2����Computer Generated�3��Audio Format�Bandwidth�Speech: 300-3400 Hz�1����Speech: 50-7000 Hz�3���Sampling Rate�Speech: 8 kHz�1����Speech: 16 kHz�3���Dynamic Range�8 bit((-law)/16 bit(linear)�1/3���Number of Channels�1/2/>2�1/2/3��Audio Quality�Task-Base Quality Assessment�Interactive Conversation�1���(Note that it may be appropriate to modify task-based�Intelligibility�1��� quality assessment priorities as a function of audio content)�Voice Recognition�1��Audio Bitrate Capability�CBR�Yes�1���VBR�Yes�2��Error Resilience & Recovery�Random BER / Burst Duration, Frequency�10-4/16 ms, 1 Hz�1/1���Data Prioritization Capability�Yes�2���Error Detection (corrupt data, insertion, deletion)�Yes�1���Error Concealment�Yes�1���Error Recovery Time (max.)�1 sec.�2��Audio Delay (max.)�Initial Delay�1 sec/  0.5 sec�1/2���Regular Delay�150 ms/100 ms/ 50 ms�1/2/3��Audio Codec Complexity�Encoder Processing/Memory�TBD/TBD�1/1���Decoder Processing/Memory�TBD/TBD�1/1��Audio Extensibility��Yes�2��Audio Scalability�Number of Layers�1/2/>2�1/2/3��



�Specification of Systems Requirements

The basic functionality required of the systems layer of Real-Time Audio/Visual Conversational Services is specified In the following table.  This functionality is sufficient to support basic operation of the applications.  See Section 2.3 for associated information.



Table 3.3:  Specification of Systems Requirements�����Requirement Area�Requirement Parameter�Specification�Priority��Synchronization�Audio/Video - Differential Delay to be Resynch.�<200mS�1���Encoder/Decoder - Differential Delay to be Resynch.�<150 ms�1��Auxiliary Data Capability�Number of Data Channels�1/>1�1/2��Virtual Channel Allocation�Number of Virtual Channels/Flexible Bitrate/Dynamic�>3/Yes/Yes�1/1/1��System Bitrate Capability�CBR�Yes�1���VBR�Yes�1��Error Resilience & Recovery�BER, Channel Characteristic�10-2, DECT�1���Data Prioritization Capability�Yes�2���Error Detection (corrupt data, insertion, deletion)�Yes�1���Error Recovery Time (max.)�40 ms�2��System Delay (max.)�Initial Delay:�1 sec. /500 ms�1/2���Regular Delay�250 ms / 150 ms�1/2

��System Complexity�Overall System Complexity�TBD�2��System Extensibility��Yes�1��User Controls�Sender Controls�Camera On/Off�1����Cam Zoom/Focus/Pan�3/2/3����Microphone On/Off�1����Microphone Vol./Tone�3/3����Self View�1����Freeze Sent Video�1���Receiver Controls�Audio/Video Trade-Off�1����Speaker Volume/Tone�2/3����Spatial/Temporal Trade-Off�2����Freeze Received Video�2����Video Spatial Focusing�3���Playback Controls�Forward Play�3����Pause�3��Transmission Media�Specific Media�Heterogeneous Media�2��Interworking��Low Mobility Wireless�2����High Mobility Wireless�2����PSTN/ISDN�1/1����LAN/DSM�2/2���Specific Capabilities�Rate Adaptation Capability�1����Multi-Link Operation�2����QoS Control�2��Interworking with Other�Specific Terminals�H.320/H.324�2/1��Audiovisual Systems��Voice-Only Phones�1��System Scalability�Number of Layers�1/2/>2�1/2/3��Security�Encryption/Authentication/Key Management�Yes/Yes/Yes�2/1/2��Multipoint Capability��Yes�2��
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