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Abstract—This document examines a key source of delay for complexity-constrained video coders and proposes flexible syntax reordering to reduce the delay.  We advocate the removal of two transmission-order constraints in the existing H.263 syntax: the raster-order restriction on GOB transmission and the restriction that macroblock modes and motion vector values must be transmitted  by interleaving them with quantized DCT coefficient values.  The syntax modifications we propose can be used either to enhance video quality for a given delay or to reduce delay for a given video quality.

 

Introduction



Consider a low-complexity, low bit-rate video coder, which requires a period of time Te ms to encode each frame, due to its limited processing power. Thus the encoder has a maximum processing frame rate of 1000/Te frames per second.  Denote the actual average transmitted frame period being used as Tt, which may differ from Te (note that Te(Tt). If R is the bit rate of the video channel in kbits per second, then the encoder uses an average of RTt bits per frame.  Assume that the image frame is divided into a moderate number S of separate equal-sized regions (such as “GOBs”) for the encoding operation, so that an average of RTt/S bits is used to code each such region. Also assume that the processing time for encoding each region is a constant Te/S ms (this can be very close to reality and illustrates the issue we want to discuss).  In particular, the structure of the problem fits the video coding standards H.261 and H.263, which divide each image into 3, 9, 12, or 18 GOB regions.



In H.261&3, GOBs must be transmitted sequentially.  However, the changes in the image scene may not be distributed uniformly over the coding regions.  In fact, nearly all the scene’s changes might be concentrated into just a few regions.  In particular, nearly all the scene’s changes may be concentrated into the last few regions.



If the encoder is designed to maximize the quality of the image frame, it will attempt to allocate the bits for the image primarily to the active regions of the scene—using very few bits for the inactive areas.  Since the active regions of the scene may be the later ones, and since it must encode the regions sequentially, the encoder has a problem.  If it takes too long to process the inactive regions, there is a danger that it will be unable to generate bits quickly enough to fill the channel.



In order to cope with this problem, the encoder has only one choice: it must add delay.

The encoder must have deliberately used some extra bits to encode the previous frame, in anticipation of the possible need for extra processing time for the current frame.  The other alternative is for the encoder to use “bit-stuffing,” thus under-utilizing the channel, but this conflicts with the assumption that the encoder wants to maximize frame quality, since the wasted bits could instead have been used to refine the previous image.



We’ll call the practice of buffering up bits “processing-time buffering” (PTB). In order to allow sufficient time for worst-case behavior, a full frame’s processing time of PTB (Te ms, or RTe bits) needs to have been generated during encoding of the previous frame.  The need for a full frame-time of PTB thus adds to system delay.



2. Reducing Delay by Flexible Syntax Reordering



The solution to the encoding delay problem is simple.  The bitstream syntax should allow the various regions of the image frame to be transmitted in any order.  Then the encoder would be allowed to process and transmit the active areas of the image first.  Let us assume that the encoder requires some small fraction Fe of its frame processing time to determine which of the regions to process first, and then can use the remaining time Te(1(Fe) to complete the encoding, using Te(1(Fe)/S ms to encode each region.  This would reduce the encoding delay by Te(1(Fe)(S-1)/S ms, from Te to TeFe +Te(1(Fe)/S ms.  This reduces the amount of PTB delay even for reasonably small values of S.  The delay reduction is especially large if Te is large, i.e., in systems constrained by a strong need for low encoder complexity.  In such low frame-rate applications, flexible syntax reordering could reduce delay by tens or hundreds of milliseconds, potentially even thousands of milliseconds for some applications such as high-resolution surveillance and remote sensing.



In some systems, low delay is of paramount interest, even at some expense in video frame quality.  Such systems impose constraints on their allocation of bits over the regions of the image as part of their strategy to prevent underutilizing the channel.  In such a system, allowing flexible bitstream reordering could enhance the frame quality by allowing for more optimal bit allocation, while maintaining the constraints imposed by the low delay requirements.



The flexible bitstream ordering solution places two requirements on the syntax:

The syntax must include a mechanism for indicating which region is being sent.

The syntax must allow the various image frame regions to be sent in any order.



These two requirements may seem like just a restatement of a single requirement, but that is not the case.  Both H.261 and H.263 include a “GOB” layer in their syntax, in which a GOB number can be sent to indicate which GOB is being transmitted (the GOB headers and GOB numbers are mandatory in H.261 and optional in H.263).  However, even though the GOB number can be sent in the syntax, the standards still require the GOBs to be transmitted in strict sequential order.  In a system that did not ordinarily send its region numbers, adding flexible ordering functionality would require the addition of about log2(S!) bits per frame for transmitting the region order permutation.



Modifying the H.261 standard to allow non-sequential GOB transmission would be a trivial change.  It would in fact require no syntax change at all, just a removal of the restriction that GOBs must be sent in sequential order, since GOB numbers are already transmitted in each GOB header (the headers use 26 bits each, 4 of which are the GOB number, and there are 12 & 3 GOBs in H.261 CIF & QCIF images).



The situation for H.263 is a little more complicated.  GOB headers are optional in H.263, and GOB headers use a lot of bits.  (H.263 GOB headers use at least 29 bits each, 5 of which are the GOB number, and there are 18 & 9 GOBs in H.263 CIF & QCIF images.)  If the video bit rate R is 40 kbits/s, for example, CIF transmission at 10 frames per second (Te = 100 ms) would waste 13% of the channel rate just sending GOB header overhead. One simple solution would be to keep the GOB headers optional, but allow GOB ordering information even when GOB headers are not used.  One way that GOB ordering information could be sent without much overhead would be to send just the minimal number of uncoded bits to resolve each GOB number as the GOB is sent—for example, an H.263 CIF image (with 18 GOBs) would need 5 bits each to resolve the first two GOBs, 4 bits for each of the next eight GOBs, 3 bits for each of the next four, two bits for the next two, one bit for the next one, and nothing extra for the last GOB (a total of 59 bits).  The extra codes needed for the GOB ordering overhead would then drop by an order of magnitude, taking only 1.5% percent of the bit rate, and the nominal PTB delay (assuming Fe is near zero) would drop by 94 ms, from 100 ms to only 6 ms.



In addition to allowing for any transmission order for the GOBs of a picture, it would also be necessary to somewhat redefine the function of the syntax.  Data dependencies that cross GOB boundaries (such as quantization step size definition, motion vector prediction, and overlapped block motion compensation in H.263) would need to be defined appropriately to operate using transmission-order dependence (as well as spatial-order dependence).  For example, the method of predicting the value of each motion vector would need to be modified to define how motion vectors should be predicted while encoding a GOB in cases where the raster-previous GOB has not yet been transmitted (although perhaps the next GOB has already been transmitted).  In general, we believe such cases should be handled by allowing for prediction from below the current GOB as well as from above the current GOB (and possibly both).



Another good delay-reduction strategy would be to use bitstream ordering flexibility to take advantage of the structure of a particular encoder.  For example, if the encoder is implemented on a parallel-processing system, different processors may be working on different regions of the image at the same time.  Allowing flexible bitstream reordering would allow the encoded regions resulting from this parallel system to be sent as soon as they are generated, in any order—keeping the processors load-balanced and working at top speed.  For encoders which may begin encoding the input frame even prior to capturing the entire frame, the early-captured regions might be sent first, but perhaps some other regions would be sent out of order as the encoding process began to lag behind the frame-capture process.



One interesting mode of operation for a flexible-ordering system is that which would entirely sever the dependencies between different GOBs of an image (removing MV prediction, OBMC overlap, and quantizer step size propagation across GOB boundaries).  This mode would not only work very well for error resilience purposes, but would enable the easy implementation of parallel-processing encoders, parallel-processing decoders, and packetized-network bitstream transportation with out-of-order packet reception.  By eliminating the need for the decoder to reorder the packets it receives on a packet-based network, network delay can be dramatically reduced.  Perhaps this “severed” mode of operation should be adopted whenever GOB headers are being sent, since GOB header usage already severs quantizer step size propagation.  When GOB headers are not used, cross-GOB dependencies could be retained for maximal compression efficiency. 



If we consider how an encoder might wish to determine which regions of an image to encode first, we would expect it to use some sort of measurement of the prediction error of the input frame.  The best error measurement, of course, would be the error after motion compensation, and possibly after coding mode selection.  If the encoder performs motion estimation and compensation for the entire image first, then it should be able to have a pretty good idea of the number of bits needed for encoding each region.  If the encoder is going to operate that way, then it may as well transmit the motion vectors and coding modes to the decoder immediately, instead of waiting to interleave them with the residual information.  This would serve a general delay-minimization goal: to not require the encoder to wait before it can transmit information which it  is ready to send (otherwise the encoder would have to buffer up more data to prevent underflow prior to generating more bits it can send).



Summary of Proposed Syntax Changes



The syntax changes we propose are summarized as follows:



Add a frame-layer or sequence-layer indication for a flexibly-ordered bitstream operational mode.  This operational mode would be defined by the characteristics described in the following items.



Either sever all GOB-crossing raster-order dependencies in the syntax, or replace them with transmission-order dependencies.  We propose severing the dependencies when GOB headers are used and using transmission-order dependencies when GOB headers are not used. Such dependencies consist of:

quantizer step-size propagation

motion vector prediction

OBMC overlap



Allow GOBs to appear in any order in the frame bitstream.  When GOB headers are not being used, the GOB order information should be added to the GOB layer of the bitstream by using the minimal number of uncoded bits to indicate which of the remaining GOBs appears next (for CIF: 5 bits for each of the first two GOBs, 4 bits each for the next eight GOBs, 3 bits each for the next four GOBs, two bits each for the next two GOBs, one bit for the next GOB, nothing for the final GOB).



Add a bit at the frame layer indicating separated or interleaved macroblock prediction mode transmission as described in the next item.



Allow the motion vector field and macroblock prediction modes for the entire image to be sent first in the bitstream and then followed by the GOB layer sets of quantized coefficient values, rather than interleaving these data in the GOB layer.





4. Conclusions

We have described how allowing flexibility in the transmission order of video bitstreams can significantly reduce delay with essentially no impact on video picture quality or, conversely, enhance picture quality with essentially no impact on delay.  This flexibility we propose to add to the H.263 syntax has little cost in complexity (especially in the decoder), but can significantly enhance the performance of video coding in real-time applications.
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