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Abstract
This contribution proposes a lossless coding tool for multi-channel EEG: a residual-triggered, group-wise inter-channel LMS predictor (GIC-LMS, group size G = 4). The motivation is twofold. First, for the evaluated EEG datasets, disabling across-frequency AR-LMS by setting lms_order = 0 in the TM 4.0 configuration yields negligible bitrate impact (BR-R close to 0%) while reducing runtime, indicating limited benefit of AR-LMS for these signals. Second, to obtain a meaningful compression gain for high-channel-count EEG, we introduce an inter-channel LMS sub-mode that (i) shares one coefficient vector over a small group of adjacent transform bins and (ii) updates coefficients only when the group contains at least one non-zero residual, thereby avoiding redundant adaptation in perfectly predicted regions. Experimental results over the TM 4.0 anchor demonstrate improved lossless compression efficiency with an overall bitrate reduction, while maintaining encoder runtime below the anchor. Decoder runtime shows dataset-dependent behaviour, which is explained using LMS activation statistics. A minimal syntax extension is provided to signal the proposed sub-mode while preserving backward compatibility and normative decoder behaviour.
_____________________________



1. Motivation
In the current H.BWC lossless toolset, LMS may include across-frequency prediction (AR-LMS) and/or inter-channel prediction (IC-LMS). For multi-channel EEG, redundancy is typically dominated by inter-channel correlation, while across-frequency AR prediction can be less beneficial. Therefore, we first evaluate an AR-off configuration, and then propose a dedicated group-wise inter-channel LMS design to better exploit EEG inter-channel correlation.
Table 1 – AR-LMS disabled (AR-off, lms_order=0 in cfg) results over BWC TM 4.0 (EEG only)
	
	Lossless Compression

	
	Over H.BWC TM 4.0

	
	BR-R
	EncT
	DecT

	CHBMIT (EEG)
	0.09
	91.58
	93.43

	NMR55 (EEG)
	0.03
	90.07
	98.04

	NMR57 (EEG)
	0.07
	96.71
	91.36

	Overall
	0.06
	92.79
	94.28


For clarity, the results in Table 1 were obtained using the unmodified TM4.0 encoder and decoder with the AR-LMS tool explicitly disabled by setting lms_order = 0 in the configuration file. No additional inter-channel LMS sub-modes or proposed flags were enabled in this experiment. As shown in Table 1, AR-off provides BR-R values close to 0% on EEG while reducing encoder and decoder runtime. However, AR-off alone does not provide compression gains. Hence, we propose an enhanced inter-channel LMS design to obtain improved compression on multi-channel EEG.
2. Proposed tool: GIC-LMS 
GIC-LMS (Group-wise inter-channel LMS with residual-triggered adaptation) is implemented as a IC-LMS sub-mode operating in the transform domain. Coefficients are processed in fixed-size groups of up to G=4 frequency bins in high-to-low order. For each group, the tool uses a single inter-channel coefficient vector to predict the current channel’s coefficients from already reconstructed previous channels at the same frequency indices. In this contribution, the term AR-off refers to the TM4.0 configuration where the AR-LMS prediction order is set to zero (lms_order = 0), effectively disabling autoregressive LMS prediction.
2.1 Notation
Let  denote the current channel, and  index the available previous channels . Let  denote a transform-bin index processed from high to low. For a group anchored at , define the  with .
2.2 Group-wise inter-channel prediction
Prediction (per bin): 
where  is the reconstructed coefficient of previous channel  at bin , and  is the inter-channel coefficient.
Residual (lossless payload): 
The encoder codes  losslessly, and the decoder reconstructs . Therefore, the tool is lossless-safe and changes only the predictor used to generate residuals.
2.3 Fixed-point mapping
In the reference implementation, the prediction sum is accumulated in high precision and then rounded and shifted using LMS_PRECISION. A representative fixed-point form is:

where  corresponds to LMS_PRECISION, and clip(·) enforces the implementation’s saturation bounds.
Optional LSB alignment (as in the provided code):  where  corresponds to the configured shift parameter.
2.4 NLMS-style update with group accumulation
For each group , a normalized LMS coefficient update is computed using residual–reference correlation accumulated over the group.
Group gradient accumulation: 
Group energy (normalization): 
Update (conceptual form): 
In the provided implementation, the normalization is realized via an integer shift derived from ceilLog2(E), and μ is represented as a power-of-two-scaled gain to match fixed-point arithmetic. The above form is included to clarify the underlying NLMS rationale.
2.5 Residual-triggered adaptation (update gating)
The defining feature of GIC-LMS is that adaptation is triggered only when the group contains a non-zero residual. If all residuals within the group are zero, the predictor is already perfect for that group and the update is skipped.
Trigger condition: 
Gated update: 
This gating avoids redundant gradient/energy computation in perfectly predicted regions and reduces the likelihood of coefficient drift caused by rounding noise in fixed-point implementations.
2.6 Decoder-side pseudocode (high→low, G=4)
	Inputs: reconstructed prev-channel arrays , residuals  (decoded), group size 

	State:  inter-channel coefficient vector 

	for  down to  step by group:

	  

	

	  # (1) Predict each bin in the group using the same 

	  for 

	    

	    pred[g] = 

	    pred[g] = lsb_align(pred[g], shift)

	

	  # (2) Reconstruct current channel coefficients

	for 

	    

	    

	

	  # (3) Residual-triggered adaptation (skip if all e are zero)

	  if any  for g in 

	    E = 0;  grad[p]=0 for all p

	for 

	      

	      

	      for :

	        

	    if :

	         # normalized fixed-point update


3. Performance evaluation
Table 2 summarizes the lossless performance of the proposed GIC-LMS over BWC TM 4.0 on EEG datasets. The proposed tool achieves a consistent overall bitrate reduction (Overall BR-R = −0.3837%), with the largest gain observed on NMR57 (−1.1106%). CHBMIT shows a modest gain (−0.07%), while NMR55 is essentially neutral (+0.03%), indicating that the benefit depends on the dataset-specific degree of exploitable inter-channel redundancy and its stationarity across transform bins. In terms of complexity, encoder runtime remains below the anchor (Overall EncT = 96.1500%), suggesting that the added group-wise inter-channel prediction and residual-triggered adaptation can be integrated without increasing encoding cost. Decoder runtime, however, exhibits a mixed behaviour: CHBMIT and NMR55 remain close to or below the anchor (90.60% and 95.93%), whereas NMR57 shows a noticeable increase (129.28122.11%), leading to an Overall DecT of 105.27102.88%. This pattern implies that the proposed predictor can improve coding efficiency but may shift the operating point toward more frequent LMS usage on certain datasets.
Table 2 – Proposed GIC-LMS results over BWC TM 4.0 (EEG only)
	
	Lossless Compression

	
	Over H.BWC TM 4.0

	
	BR-R
	EncT
	DecT

	CHBMIT (EEG)
	-0.07
	95.32
	90.60

	NMR55 (EEG)
	0.03
	95.83
	95.93

	NMR57 (EEG)
	-1.1106
	97.3096.84
	129.28122.11

	Overall
	-0.3837
	96.1500
	105.27102.88


Table 3 provides a direct explanation for the decoder-time behaviour through the LMS activation ratio. On CHBMIT, LMS usage increases from 75.9% to 84.7%, yet DecT decreases, which is consistent with the residual-triggered design: when prediction becomes sufficiently accurate, many groups yield all-zero residuals and the coefficient update is skipped, reducing the effective update workload despite higher LMS selection. On NMR55, LMS usage slightly decreases (46.3% → 42.7%), aligning with the near-neutral BR-R and the modest DecT change. In contrast, on NMR57 the LMS activation rises sharply (69.8% → 92.3%), and DecT increases accordingly. This supports the interpretation that the decoder-time increase is primarily driven by a substantial expansion of the regions where the LMS mode is selected (i.e., more bins processed through the LMS prediction path), which can outweigh the savings from residual-triggered update skipping. Therefore, the proposed tool’s complexity impact is best understood as the combination of (i) per-activation processing cost (mitigated by residual-triggered gating) and (ii) the activation frequency (captured by Table 3), where the latter dominates on datasets with markedly improved prediction effectiveness such as NMR57.
Table 3 – LMS activation ratio (%) (BWC TM 4.0 vs. Proposed)
	
	TM 4.0
	Proposed

	CHBMIT (EEG)
	75.9
	84.7

	NMR55 (EEG)
	46.3
	42.7

	NMR57 (EEG)
	69.8
	92.3


4. Proposed syntax changes
To integrate the proposed GIC-LMS (Residual-Triggered Group-wise Inter-Channel LMS) as an inter-channel LMS sub-mode while preserving backward compatibility and normative decoder behaviour, an explicit selection flag is introduced. The design strictly follows the existing LMS signaling structure in TM 4.0 and adds the new flag only when LMS itself is enabled. In the current CE implementation, the flag serves as an explicit signaling mechanism rather than an RDO-based selection.
A CGPS-level gate, cgps_allow_lms_ic_sub_flag, signals the availability of the proposed GIC-LMS tool at the sequence level. When this gate is equal to 1 and lms_flag is signaled for the current block, a per-block selection flag lmsIcSub4Flag is coded using an equal-probability (EP) bin. The flag is signaled exactly once per block, immediately after lms_flag and prior to LMS split, AR-LMS, and IC-LMS signaling.
When lmsIcSub4Flag = 1, the decoder applies the proposed GIC-LMS, i.e., group-wise inter-channel LMS prediction with residual-triggered coefficient adaptation as defined in Section 2. When lmsIcSub4Flag = 0, the decoder applies the baseline LMS process defined in TM 4.0 without modification. All remaining LMS syntax elements, including lms_split_flag, AR-LMS flags, and IC-LMS flags, retain their original semantics and decoding order.
If IC-LMS is not enabled for a given split (i.e., enable_cc_lms[ns] = 0) or if inter-channel LMS is not applicable (e.g., ch = 0), the value of lmsIcSub4Flag has no effect on decoding and shall be ignored; in such cases, encoding lmsIcSub4Flag = 0 is recommended.
	lms_data( ch ) {
	

	  Descriptor
	

	    lms_flag                                   
	ae(ch)

	    if( lms_flag ) {
	

	
	

	      // --- GIC-LMS availability and selection ---
	

	      if(cgps_allow_lms_ic_sub_flag)
	

	        lmsIcSub4Flag                              // 1: GIC-LMS enabled
	aep()

	
	

	      // --- Existing LMS split signaling ---
	

	      if( cgps_allow_lms_split_flag )
	

	        lms_split_flag                         
	ae(ch)

	
	

	      // --- Existing AR-LMS signaling ---
	

	      if( cgps_lms_ar_order_over_four > 0 ) {
	

	        enable_ar_lms[0]           
	ae(ch)

	        if( lms_split_flag )
	

	          enable_ar_lms[1]         
	ae(ch)

	      }
	

	
	

	      // --- Existing IC-LMS signaling ---
	

	      if( cgps_allow_cc_lms_flag && ch > 0 ) {
	

	        enable_cc_lms[0]          
	ae(ch)

	        if( lms_split_flag )
	

	          enable_cc_lms[1]  
	ae(ch)

	      }
	

	    }
	

	}
	


5. Conclusion
This contribution proposed GIC-LMS, a residual-triggered, group-wise inter-channel LMS sub-mode (G = 4) for lossless multi-channel EEG coding. The tool targets scenarios where inter-channel correlation dominates and conventional across-frequency AR-LMS is less effective; consistent with this observation, an AR-off configuration (lms_order = 0) yields negligible bitrate impact while reducing runtime, motivating a more EEG-relevant inter-channel enhancement.
Experimental results over the TM 4.0 anchor show that the proposed GIC-LMS can improve lossless compression efficiency (overall bitrate reduction, with the largest gain observed on NMR57) while keeping encoder runtime below the anchor. Decoder runtime exhibits dataset-dependent behaviour: it remains close to or below the anchor for some datasets, whereas it can increase when LMS is selected more frequently (as reflected by the reported LMS activation ratios). Importantly, the residual-triggered gating ensures that coefficient adaptation work is skipped in perfectly predicted groups, mitigating unnecessary computations and avoiding additional algorithmic complexity or memory overhead.
Given the demonstrated compression benefit, the minimal and backward-compatible signaling approach, and the clear interpretation of the observed runtime behaviour, it is proposed to adopt the GIC-LMS tool into the next version of H.BWC.
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