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It is proposed that VCEG starts the development of a scalable video coding extension of HEVC. This document represents a suggestion for a draft Call for Proposals for a scalable video coding extension of HEVC.

Call for Proposals

Scalable Video Coding

1 Introduction

Many of the current and future application areas of digital video can benefit from efficient backwards-compatible scalable coding technologies. Example potential applications are: 

· Distribution of video to heterogeneous devices,

· Internet and mobile video,

· Backwards-compatible resolution extension for digital TV,

· Video conferencing,

· Content production, storage, and distribution,

· Layered protection of content.

In 2007, a scalable video coding (SVC) extension with H.264 as base layer codec was standardized and is successfully used in some of the listed application areas. For the future, it is expected that digital video is increasingly transmitted over channels with varying network conditions and received by devices with varying capabilities. Hence, it is likely that scalable video will play a greater role in future applications.

The Joint Collaborative Team on Video Coding, consisting of experts from VCEG and MPEG, is developing a new generation of video compression technology known as High Efficiency Video Coding (HEVC). The current working draft of HEVC has substantially higher compression capabilities than H.264.

The increased compression performance of HEVC relative to H.264 suggests that also a scalable enhancement layer that uses HEVC technology could provide improved compression performance. Hence, it is suggested to call for proposals with H.264 and with HEVC as a base layer. The reason for H.264 being a base layer codec is mainly for legacy reasons, while the main reason for HEVC as a base layer is increased efficiency.

2 Purpose of the Call

It is expected that the next generation of digital TV distribution will be quite heterogeneous. Digital TV will not only be displayed on classical TV sets, but also on mobile devices such as smart phones, tablets, and netbooks/notebooks. For the distribution of TV programs to such a variety of devices with different screen sizes and decoding capabilities, scalability of the video resolution is a desirable feature.

In addition, it is expected that the video resolution for digital TV will be extended beyond HD resolution in the future. In order to save bandwidth, it is desirable to deliver the extended resolution as an enhancement layer to the common HD resolution.

Furthermore, digital video is increasingly transmitted over channels with dynamically varying conditions, such as the Internet or wireless channels. In order to provide a suitable user experience for such applications, the transmitted bit rate has to be dynamically reduced depending on the network conditions. For this purpose, spatial scalability or temporal scalability can be employed. However, the bit rate steps provided by spatial and temporal scalability can be too large for optimally using the actual channel. An alternative is SNR scalability, which can provide different bit rates for the same video resolution inside a bitstream and allows an adjustment of the transmitted bit rate in small steps (for example, 25% bit rate reduction per layer).

Another application area that benefits from scalable video coding is video conferencing. Video conferencing takes usually place over networks with dynamically changing conditions. And since video conferencing systems are highly delay sensitive, a fast adaptation to changing network conditions is required. Such an adaptation can use spatial, temporal, and SNR scalability.

This Call for Proposals targets the development of a backwards-compatible scalable video coding extension of H.264 and HEVC.

3 Timeline

The timeline of the Call for Proposals is as follows:

2012/05/10

Draft Call for Proposals

2012/07/25

Final Call for Proposals

2012/08/10

Availability of test sequences and anchors

2012/08/10

Preliminary expression of interest in participation

2012/09/01

Formal registration

2012/10/08

Registration of documents describing the proposals

2012/10/10

Submission of documents

2012/10/11

Coded test material and decoded videos available

2012/10/12

Subjective assessment via expert testing

2012/10/14

Subjective test results available

2012/10/15

Evaluation of proposals and start of collaborative phase

4 Test Material, Coding Conditions, and Anchors

Proponents are required to submit complete results for all test classes, constraint sets, and bit rates specified in the following.

4.1 Test sequences

All test sequences are progressively scanned and use 4:2:0 colour sampling with 8 bits per sample. The classes of test sequences are summarized in Table 1.

Table 1: Test sequences in full resolution.
	sequence
	Width
	height
	frame rate
	# frames
	comment

	Class A

	PeopleOnStreet
	2560
	1440
	30 Hz
	150
	cropped area of original sequence

	Traffic
	2560
	1440
	30 Hz
	150
	cropped area of original sequence

	Class B

	BasketballDrive
	1920
	1080
	50 Hz
	500
	original sequence

	BQTerrace
	1920
	1080
	60 Hz
	600
	original sequence

	Kimono
	1920
	1080
	24 Hz
	240
	original sequence

	ParkScene
	1920
	1080
	24 Hz
	240
	original sequence

	Class C

	BasketballDrill
	832
	480
	50 Hz
	500
	original sequence

	BQMall
	832
	480
	60 Hz
	600
	original sequence

	PartyScene
	832
	480
	50 Hz
	500
	original sequence

	RaceHorses
	832
	480
	30 Hz
	300
	original sequence


4.2 Constraint sets

Two constraint sets are defined as specified in the following:

Random access:

· Structural delay of frame processing is not larger than 8 pictures.

· Random access is provided in intervals of 1.1 seconds or less.

· Reference pictures are stored with at maximum 8 bits per sample.

Low delay:

· Coding order of frames is equal to display order.

· Reference pictures are stored with at maximum 8 bits per sample.

4.3 Scalability test cases

The following two scalability test cases are defined for HEVC as a base layer:

· Spatial scalability with a resolution factor of 2:
The scalable bitstream contains two layers, an HEVC-compatible base layer and a spatial enhancement layer. The base layer frames have half the horizontal and half the vertical resolution of the full resolution frames. The enhancement layer frames are coded with the full resolution specified in Table 1.

· SNR scalability:
The scalable bitstream contains two layers, an HEVC-compatible base layer and a spatial enhancement layer. The base and enhancement layer frames are coded with the full resolution specified in Table 1.

The following scalability test case is defined for H.264 as a base layer:

· Spatial scalability with a resolution factor of 2:
The scalable bitstream contains two layers, an H.264-compatible base layer (High Profile) and a spatial enhancement layer. The base layer frames have 1/2 of the horizontal and 1/2 of the vertical resolution of the full resolution frames. The enhancement layer frames are coded with the full resolution specified in Table 1.

The base layer frames sizes are summarized in Table 2.

Table 2: Base layer frame sizes for spatial scalability.
	full resolution
	base layer for resolution factor of 2

	width
	height
	width
	height

	2400
	1440
	1200
	720

	1920
	1080
	960
	540

	816
	480
	408
	240


The target rates for the overall bitstreams and the base layer parts of the bitstreams are specified in Table 3 for spatial scalability with an HEVC base layer, in Table 4 for SNR scalability with an HEVC base layer, and in Table 5 for spatial scalability with an H.264 base layer. The bit rate of a submitted overall bitstream shall not be greater than the specified target rate. The bit rate of the base layer part of a submitted bitstream shall not be less than the specified target rate times 0.98 and shall not be greater than the specified target rate times 1.02.
Note: The target rates in Table 3 to Table 5 need to be specified based on a subjective evaluation of coded anchors.
Bitstreams for all test cases, constraint sets, sequences, and rate points must be provided. The decoding of the overall bitstreams shall produce the full specified number of pictures at the specified full frame resolution.

The base layer bitstream part must be extractable by a simple discarding of enhancement layer packets. The decoding of the base layer part of the bitstream shall produce the full specified number of pictures at the specified base layer frame resolution.

The following additional conditions shall be obeyed:

· A single encoding shall be used for generating the scalable bitstreams.

· A pre-processing of the given sequences is not allowed. The same downsampling algorithm shall be used for generating the base layer resolution for all sequences and test points.

· The usage of post-processing is only allowed if it is part of the decoding process, i.e., any processing that is applied to a picture prior to its use as a reference picture for inter prediction of other pictures. Such processing can also be applied to non-reference pictures.
· A fixed setting of quantization parameters shall be used throughout a sequence. The quantization setting can be changed once per layer for matching the target rates.

· Optimization of encoding parameters using non-automatic means is not allowed. Except for the frame size, intra period, and quantization parameters, the same encoder configuration shall be used for all sequences and rates points of a test case for a constraint set.

· The test sequences shall not be used as training set for training large entropy coding tables, large probability state initialization tables, vector quantization codebooks, etc.

Table 3: Target rates for spatial scalability with HEVC as base layer.
	sequence
	rate point 1
	rate point 2

	
	base layer
	both layers
	base layer
	both layers

	PeopleOnStreet
	XXX
	XXX
	XXX
	XXX

	Traffic
	XXX
	XXX
	XXX
	XXX

	BasketballDrive
	XXX
	XXX
	XXX
	XXX

	BQTerrace
	XXX
	XXX
	XXX
	XXX

	Kimono
	XXX
	XXX
	XXX
	XXX

	ParkScene
	XXX
	XXX
	XXX
	XXX

	BasketballDrill
	XXX
	XXX
	XXX
	XXX

	BQMall
	XXX
	XXX
	XXX
	XXX

	PartyScene
	XXX
	XXX
	XXX
	XXX

	RaceHorses
	XXX
	XXX
	XXX
	XXX


Table 4: Target rates for SNR scalability with HEVC as base layer.
	sequence
	rate point 1
	rate point 2

	
	base layer
	both layers
	base layer
	both layers

	PeopleOnStreet
	XXX
	XXX
	XXX
	XXX

	Traffic
	XXX
	XXX
	XXX
	XXX

	BasketballDrive
	XXX
	XXX
	XXX
	XXX

	BQTerrace
	XXX
	XXX
	XXX
	XXX

	Kimono
	XXX
	XXX
	XXX
	XXX

	ParkScene
	XXX
	XXX
	XXX
	XXX

	BasketballDrill
	XXX
	XXX
	XXX
	XXX

	BQMall
	XXX
	XXX
	XXX
	XXX

	PartyScene
	XXX
	XXX
	XXX
	XXX

	RaceHorses
	XXX
	XXX
	XXX
	XXX


Table 5: Target rates for spatial scalability with H.264 as base layer.
	sequence
	rate point 1
	rate point 2

	
	base layer
	both layers
	base layer
	both layers

	PeopleOnStreet
	XXX
	XXX
	XXX
	XXX

	Traffic
	XXX
	XXX
	XXX
	XXX

	BasketballDrive
	XXX
	XXX
	XXX
	XXX

	BQTerrace
	XXX
	XXX
	XXX
	XXX

	Kimono
	XXX
	XXX
	XXX
	XXX

	ParkScene
	XXX
	XXX
	XXX
	XXX

	BasketballDrill
	XXX
	XXX
	XXX
	XXX

	BQMall
	XXX
	XXX
	XXX
	XXX

	PartyScene
	XXX
	XXX
	XXX
	XXX

	RaceHorses
	XXX
	XXX
	XXX
	XXX


4.4 Anchors

For all test cases and constraint sets, simulcast anchors and single layer anchors are provided:

· The single layer anchors consist of a single bitstream, in which the full resolution of the test sequences is coded at the overall target bit rate.

· The simulcast anchors, consist of two bitstreams. In the first bitstream, the specified base layer resolution is coded at the base layer target bit rates. In the second bitstream, the specified full resolution is coded at the difference between the overall target bit rate and the base layer target bit rate.

For coding the anchors, the base layer sequences are generated using the downsampling tool that is part of the JSVM software [1] with the standard configuration.

For the random access constraint set, the HM 5.0 software [2] with the “random access, high efficiency” configuration of the HEVC common test conditions [3] is used for generating the anchor bitstreams.

For the low delay constraint set, the HM 5.0 software [2] with the “low delay, high efficiency” configuration of the HEVC common test conditions [3] is used for generating the anchor bitstreams.
The generating the H.264 base layer anchors, the JM 18.2 software will be used with a configuration that corresponds to the “random access, high efficiency” configuration of the HEVC common test conditions [3].
5 Requirements on Submissions

Proponents shall provide the following:

1. Coded material to be provided to the test site:

· Scalable bitstreams for all specified test cases, constraint sets, sequences, and overall target rate points.

· Decoded sequences in YUV and AVI format for the base layer bitstream part and the overall bitstream for all scalable bitstreams.

· Binary bitstream extractor executable (a Windows or Linux binary, preferably both), which can be used for extracting the base layer bitstream part of a scalable bitstream.

· Binary decoder executable of (a Windows or Linux binary, preferably both), which generates the submitted YUV sequences given the corresponding bitstreams.

· Checksum (md5sum) files for the bitstreams, YUV, and AVI files.

2. Documents to be submitted to the meeting:

· A specification of the overall bit rates and the base layer part bit rates for all bitstreams.

· A specification of the PSNR values for all components for both, the decoding result for the overall bitstream and the decoding result of the base layer bitstream part. The PSNR for the base layer is measured against the downsampled sequence that is used as input to the encoding process.

· A technical description of the proposal sufficient for full conceptual understanding and generation of equivalent performance results by experts and for conveying the degree of optimization required to replicate the performance. This description should include all data processing paths and individual data processing components used to generate the bitstreams. It does not need to include complete bitstream format or implementation details, although as much detail as possible is desired.

· The technical description shall contain a statement about the programming language in which the software is written and platforms on which the binaries were compiled. Low-level programming optimizations such as assembly code/intrinsics and external video libraries are discouraged.

· The technical description shall state how the proposed technology behaves in terms of random access to any frame within the sequence. For example, a description of the GOP structure and the maximum number of frames that must be decoded to access any frame could be given.

· The technical description shall contain information suitable to assess the complexity of the implementation of the technology, including the following:

· Encoding time (for each submitted bitstream) of the software implementation. Proponents shall provide a description of the platform and methodology used to determine the time. To help interpretation, a description of software and algorithm optimizations undertaken, if any, is welcome.

· Decoding time for each bitstream running the software implementation of the proposal, and for the corresponding constraint case simulcast anchor bitstream run on the same platform. Proponents shall provide a description of the platform and methodology used to determine the time. To help interpretation, a description of software optimizations undertaken, if any, is encouraged.

· Expected memory usage of encoder and decoder. 

· Complexity characteristics of motion estimation (ME) / motion compensation (MC), e.g., number of reference pictures, sizes of frame (and associated decoder data) memories, sample value wordlength, block size, and motion compensation interpolation filter(s).

· Complexity characteristics of transform(s): use of integer/floating point precision, transform characteristics (such as length of the filter/block size).
· Complexity characteristics of inter-layer prediction techniques and other additional operations used for providing scalability, e.g., upsampling filter(s).

· Degree of capability for parallel processing.
Optionally, proponents are encouraged (but not required) to allow other committee participants to have access, on a temporary or permanent basis, to their encoded bitstreams and binary executables or source code.

6 Source Code and IPR

Proponents are advised that, upon acceptance for further evaluation, it will be required that certain parts of any technology proposed be made available in source code format to participants in the core experiments process and for potential inclusion in the prospective standard as reference software. When a particular technology is a candidate for further evaluation, commitment to provide such software is a condition of participation. The software shall produce identical results to those submitted to the test. Additionally, submission of improvements (bug fixes, etc.) is certainly encouraged. 
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: Description of Test Sequences
Class A: Size 2560x1440 (pixel resolution as in original 4Kx2K) 30 fps

	Sxx
	Name
	original size,
frame rate
	duration
	cropped area position
	source/owner/copyright

	S01
	Traffic
	4096x2048,
30 fps
	5s
	line 160, 
column 1200
	Plannet Inc./ C1

	S02
	PeopleOnStreet
	3840x2160,
30 fps
	5s
	line 560,
column 620
	Samsung Electronics Co., Ltd. / C2


Class B: Size 1920x1080

	Sxx
	Name
	fps
	duration
	source/owner/copyright

	S03
	Kimono
	24
	10s
	Tokyo Institute of Technology, Nakajima Laboratory / C3

	S04
	ParkScene
	24
	10s
	Tokyo Institute of Technology, Nakajima Laboratory / C3

	S05
	Cactus
	50
	10s
	EBU/RAI / C4

	S06
	BasketballDrive 
	50
	10s
	NTT DOCOMO Inc. / C5

	S07
	BQTerrace
	60
	10s
	NTT DOCOMO Inc. / C5


Class C: Size 832x480

	Sxx
	name
	fps
	duration
	source/owner/copyright

	S08
	BasketballDrill
	50
	10s
	NTT DOCOMO Inc. / C5

	S09
	BQMall
	60
	10s
	NTT DOCOMO Inc. / C5

	S10
	PartyScene
	50
	10s
	NTT DOCOMO Inc. / C5

	S11
	RaceHorses
	30
	10s
	NTT DOCOMO Inc. / C5


C1: 

Individuals and organizations extracting sequence from this archive agree that the sequence and all intellectual property rights therein remain the property of Plannet inc.. This material may only be used for the purpose of developing, testing and promulgating technology standards. This material cannot be distributed with charge. Plannet inc. makes no warranties with respect to the material and expressly disclaims any warranties regarding its fitness for any purpose.
C2:

These sequences are generated by SAMSUNG ELECTRONICS CO., LTD. for developing image processing algorithms. All intellectual property rights for the sequences therein remain the property of SAMSUNG ELECTRONICS CO., LTD. These materials shall be used, copied, modified, or distributed only for developing MPEG and VCEG High-Performance Video coding standards and for testing and promoting such standards. This Copyright and permission notice shall be duplicated whenever the data are copied or distributed. These materials shall not be distributed with charge. For distributing of altered or processed versions of the data, any user must clearly indicate that the data has been altered and thus cannot be relied upon as representing the original material. SAMSUNG ELECTRONICS CO., LTD. makes no warranties with respect to the material and expressly disclaims any warranties regarding its fitness for any purpose. Unless the above conditions are agreed to by the recipient, no permission is granted for any use, copying, modification and distribution of the accompanying data.
C3:

Individuals and organizations extracting sequence from this archive agree that the sequences and all intellectual property rights therein remain the property of Nakajima Laboratory of Tokyo Institute of Technology. This material may only be used for the purpose of developing, testing and promulgating technology standards. The material cannot be distributed with charge. Nakajima Laboratory of Tokyo Institute of Technology makes no warranties with respect to the material and expressly disclaims any warranties regarding its fitness for any purpose.

C4: 

These sequences and all intellectual property rights therein remain the property of the RAI. These sequences may only be used for the purpose of developing, testing and promulgating technology standards. RAI and EBU Technical make no warranties with respect to the sequences and expressly disclaims any warranties regarding their fitness for any purpose.
C5:

These sequences and all intellectual property rights therein remain the property of the NTT DOCOMO, INC. These sequences may only be used for the purpose of developing, testing and promulgating technology standards. NTT DOCOMO, INC. makes no warranties with respect to the sequences and expressly disclaims any warranties regarding their fitness for any purpose.
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