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1
Summary

We report unexpected results for the BD-Rate metric when evaluating the ultra high definition sequences from SVT.  The behaviour appears due the polynomial curve fitting and the high frequency noise in the sequences.  As this metric is widely used by Question 6/16, we report our results for discussion.  We also discuss an alternative method for calculating the average rate difference.

2
Reported Observations

The table below shows the results of coding an SVT sequence “IntoTree” of resolution 3840x2160, with IBBP structure with the JM13.0.  Here, we report using configurations from VCEG common test condition [2], which are denoted as "JM NO Slice".  Additionally, we report data when slices are enabled in the JM.  This is marked as "JM with 2MB row per slice".  This second set of data points serves to illustrate the unexpected behaviour that we observe.

Table 1. Example coding rate distortion points
	
	JM NO Slice
	
	JM with 2MB
row per Slice

	QP
	Rate (kbit/s)
	PSNRY
	
	Rate (kbit/s)
	PSNRY

	23
	316514.94
	38.29
	
	357737.22
	38.71

	28
	47841.54
	34.19
	
	60693.03
	34.45

	33
	5882.54
	33.14
	
	6653.54
	33.12

	38
	2275.28
	32.2
	
	3092.34
	32.2


BD difference of the above data points allows us to compute the BD-rate and BD-PSNR values comparison between the two configurations. These are -16.32% and -0.04dB, respectively.  This is significantly different than expected, as a BD-rate value of -16.32% traditionally corresponds to a BD-PSNR value that is much larger than -.04dB.  We plot the RD performance in Fig. 1.  Again, the R-D curve does not seem representative of the reported RD-rate measurement.
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Fig. 1 RD plot IntoTree sequence

To understand this unexpected result, we plot the polynomial curve used to compute the BD-rate.  This is shown in Fig. 2, where the curves in red and blue are the fitted polynomial curves. The dashed lines are the linear connection of the data points. Inspecting the figure, we see that the interpolation provides results that are not consistent with most coding technology.  Specifically, look at the points corresponding 37 dB and 38 dB.  In this case, the bit-rate corresponding to the 38 dB point is substantially lower than the bit-rate corresponding to the 37dB point.

As additional information, we report that Piecewise Cubic Hermite Polynomial Interpolation seems to fit the data points well. The Cubic interpolation has the advantage of shape preserving and respecting monotonicity. It is also easy to calculate the average differences of two cubic interpolation fitted curves.  The cubit fitted curves of the data sets in Table 1 are shown in Figure 3.  By using this new cubic fitted curve, the average rate difference of these two sets of data points is 3.74%. For the "well behaved" sequences, we mention that Cubic interpolation results very close to the BD differences.
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Fig. 2 Polynomial curve fitting used in BD rate calculation
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Fig. 3 Cubic Interpolation used in alternative rate calculation

3
Conclusions

We have observed that for some larger resolution sequences, it is likely that the R-D performance of the sequence may not be well modelled by the polynomial curve fitting using in a BD calculation.  Specifically, we have observed "non-normal" or "unexpected" calculations for the sequences DucksTakeOff, IntoTree and OldTownCross in SVT test sequence set.
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