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VCEG Meeting Report (Marrakech, MA, 15-16 January 2007)

1
Introduction

The ITU-T Q.6/16 Video Coding Experts Group (VCEG) held its 31st meeting on 15 and 16 January 2007 in Marrakech, Morroco. The VCEG meeting was held under the chairmanship of Dr. Gary Sullivan (Microsoft/USA) and the associate chairmanship of Dr. Thomas Wiegand (Fraunhofer HHI/Germany). Meeting sessions were held from 2:30 p.m. to 9 p.m. on Monday 15 January and 9 a.m. to 10:40 a.m. on Tuesday 16 January 2007.  Approximately 120 people attended the VCEG meetings (as recorded on a sign-in sheet passed at the meeting) and approximately 20 input documents were discussed (4 Ad-hoc group reports and 16 technical input contributions).  The meetings took place in a co-located fashion with a meeting of ISO/IEC JTC 1/SC 29/WG 11 (MPEG) and the ITU-T/ISO/IEC Joint Video Team (JVT).  The subject matter of the VCEG activities consisted of work on video coding.

2
Goals and topics of the VCEG meeting

The primary purpose of this VCEG meeting was to consider proposals for future work on H.264.  The meeting started at 2:30 pm on Monday 15 January 2007.

November-approved agenda:

1. Consideration of last-call remarks as necessary on colour space amendment to H.262 and new profiles amendment to H.264.

2. Consideration of proposals for new enhancements of Recs. H.264, H.264.1, H.264.2, H.271, and T.851.

3. Consideration of proposals and organizational work toward eventual development of an "H.265".

4. Maintenance of H.26x, H.271, and T.8x video and image coding standards.

5. Collection of non-normative content to aid in the study and implementation of H.264.

6. Study and coordination relating to use of video and image coding in systems.

7. Review, planning and coordination for work of Q.6 and JVT.

8. Coordination and communication with other organizations on video and image coding related topics.

9. Other business as necessary for Q.6 consideration.

3
Opening remarks of the VCEG meeting

The rapporteur noted the following for the participants:

· Participants were reminded of the ITU-T IPR policy, were urged to follow that policy, and were directed to the ITU-T web site (http://www.itu.int) for further information about the policy.  As noted at the Hong Kong meeting, proposals for normative standardization content should include at least a short statement citing the relevant box on the ITU-T reporting form under which their IPR is available (and whether they are aware of or hold IPR necessary for implementation of their proposal).  This was intended to be required for this and future meetings.  It is to be understood that such statements in technical proposals are best-effort non-binding informal descriptions of the author's understand of IPR status and that full and proper following of formal IPR reporting practice for the ITU, using the ITU-approved form, is still required when technology has been included in a draft for standardization by the committee (as soon as possible and particularly prior to final approval).  See ITU-T web site for precise IPR policy clarification.

· Input documents to our meetings must contain informal reporting of IPR status for all proposal contributions for normative standardization.

· The next VCEG meeting will be in April in conjunction the next meeting of the JVT and MPEG in April 2007 in San Jose. The next SG16 Meeting will be June/July – our plan is to focus Q.6 work into a just couple of consecutive days the SG meeting (to the extent feasible).

The current status of some active projects was summarized as follows:

· Color Amd to H.262 [Last call period has ended]

· Professional profiles Amd to H.264 [Currently in (or about to begin) last call]

· SVC Amd to H.264 [To be consented in July or sooner]

· MVC Amd to H.264

· Cor to H.264 [Consent July]

· Cor to H.264.1 [Consent July]

· Cor/Amd to H.264.2 [Consent in July]

4
Access to VCEG documents and email reflector

The VCEG email reflector is on Yahoo Groups as vceg-experts@yahoogroups.com.

The VCEG ftp site can be accessed as follows.

· FTP access is available at ftp://ftp3.itu.int in the directory av-arch/video-site with user ID "avguest" and password "Avguest".

· HTTP access is available at http://ftp3.itu.int/av-arch/video-site (without a password).

· Files for the Marrakech VCEG meeting were located in the subdirectory 0701_Mar.

Our KTA software is on Karsten's web page http://iphome.hhi.de/suehring/tml/.

5
Contributions to the VCEG meeting

Contributions registered for the VCEG meeting are listed as follows:

VCEG-AE00 [G. J. Sullivan] List of Documents

VCEG-AE01 [G. J. Sullivan] Report of Marrakech VCEG meeting

VCEG-AE02 [P. Topiwala] AHG Promotion [missing]

VCEG-AE03 [G. Bjøntegaard] AHG Computational efficiency

VCEG-AE04 [J. Jung] AHG Error-Prone Environments

VCEG-AE05 [T. Wedi & T. K. Tan] AHG Coding efficiency

VCEG-AE06 [G. J. Sullivan] Q.6 at SG16 Meeting Oct 2006

VCEG-AE07 [S. Pateux, J. Jung] An Excel add-in for computing Bjontegaard metric and additional performance analysis

VCEG-AE08 [J. Jung, T. K. Tan] KTA 1.2 software manual

VCEG-AE09 [J. Jung, G. Laroche] Performance evaluation of KTA 1.2 software

VCEG-AE10 [T. K. Tan, G. J. Sullivan, T. Wedi] Recommended simulation common conditions for coding efficiency experiments

VCEG-AE11 [J. Balle, M. Wien] Extended texture pred for H.264/AVC intra coding

VCEG-AE12 [T. Yamamoto] Downsampled macroblock intra mode

VCEG-AE13 [T. Chujoh, R. Noda] Internal bit depth increase for coding efficiency

VCEG-AE14 [T. Shiodera, A. Tanizawa, T. Chujoh] Bidirectional intra prediction

VCEG-AE15 [M. Narroschke] Adaptive pred error coding in spatial and freq domain

VCEG-AE16 [Y. Vatis, J. Ostermann] R-D opt adaptive interp filter in KTA reference model

VCEG-AE17 [T. Murakami] Adaptive picture flipping

VCEG-AE18 [T. K. Tan, C. S. Boon] Simulation results using JM11.0KTA1.2 software

VCEG-AE19 [M. Budagavi, M. Zhou] Video coding using compressed reference frames

VCEG-AE20 [K. Ugur, J. Lainema] Coding adaptive interpolation filter coefficients

VCEG-AE21 [K. Ugur, J. Lainema] Interpolation filters with different symmetry properties

VCEG-AE22 [D. Rusanovskyy, K. Ugur] Spatio-temporal adapt interp filter low complexity

--End of List--

6
Consideration of contributions

6.1
Administrative contributions and ad hoc group reports

Reviewed – contents listed in previous section.

6.1.1
VCEG-AE00 [G. J. Sullivan] List of Documents

Reviewed – contents listed in previous section.

6.1.2
VCEG-AE01 [G. J. Sullivan] Report of Marrakech VCEG meeting

This document.

6.1.3
VCEG-AE02 [P. Topiwala] AHG Promotion [missing]

No report submitted; no activity seems to have occurred.

6.1.4
VCEG-AE03 [G. Bjøntegaard] AHG Computational efficiency

15-18 e-mails have been exchanged since the last meeting. Some key aspects:

· Reduction of memory size and bandwidth

· Methods to assess complexity

· Reduction of computer cycle requirements

The inputs in this area can be categorized into the following schematic overview.

Memory size

The following statements have been made:

· Reduce the required memory size by 50% relative to H.264 for the same compression efficiency.

· Different memory types should be considered: fast memory (CACHE)/slow memory(RAM)

· A method to reduce memory size: Compress the reference image to be stored and retrieved.  The same compression must be applied at the encoder and decoder.

Memory bandwidth

The following statements have been made:

· Reduce memory bandwidth requirements by 50% relative to H.264 for the same compression efficiency.

· Compression of reference images have been suggested as a method of reducing memory bandwidth as well.

Parallelism

The following statements have been made:

· H.264 leaves limited possibilities for parallel encoding/decoding

· It is highly desirable that new coding methods facilitate parallel processing both at macroblock and “parts-of-picture” level.

Computation cycles

This issue has also been brought up:

· It is desirable to reduce computational cycles while maintaining the same level of coding efficiency.

· Reduce the computational cycle requirements by 30% relative to H.264 for the same compression efficiency. It was remarked that if the timeline of the effort is longer, staying at the same coding efficiency may not be sufficient.  Or it could be desirable to keep the same computational requirements while achieving substantially better coding efficiency.
Assessment of complexity

Several methods have been mentioned as possible candidates.

· Counting the number of operation types (by using some library functions).

· Encourage/demand proponents to include a statement regarding complexity in their contributions.

· Design a method based on multiple axes polar graph.  In addition to the coding efficiency parameters (PSNR, bit rate) the plot could contain one or more complexity parameters.

There was some discussion of the idea of listing some key computational efficiency issues to be considered in evaluation of proposals.

It was noted that some work has recently been conducted in the JVT in this area, focusing on the complexity of deblocking and motion compensation interpolation.

6.1.5
VCEG-AE04 [J. Jung] AHG Error-Prone Environments

No discussion took place on the mailing list, and there is no contribution on the subject at this meeting.

6.1.6
VCEG-AE05 [T. Wedi & T. K. Tan] AHG Coding efficiency

Status of KTA-Software

The KTA-Software integration was finished as planned. Compared to JM, KTA 1.2 includes the following additional coding tools:

· Adaptive interpolation filters – Hannover University.

· Motion compensated prediction with 1/8-pel vector resolution – Hannover University.

· Motion vector competition – France Telecom R&D.

· Adaptive prediction error coding in spatial and frequential domain – Hannover University.

· Adaptive quantization matrix selection – Toshiba.

(please refer to VCEG-AE08 for full details)

Coding Efficiency contributions to this meeting

A significantly larger amount of contributions related to coding efficiency have been registered to this meeting. Most of these contributions use the KTA Software. The coding efficiency contributions can be clustered as follows:

Descriptions, common conditions and evaluations of current KTA-Software (1.2):

· VCEG-AE07 [S. Pateux, J. Jung] An Excel add-in for computing Bjontegaard metric and additional performance analysis

· VCEG-AE08 [J. Jung, T. K. Tan] KTA 1.2 software manual

· VCEG-AE09 [J. Jung, G. Laroche] Performance evaluation of KTA 1.2 software

· VCEG-AE10 [T. K. Tan, G. J. Sullivan, T. Wedi] Recommended simulation common conditions for coding efficiency experiments

· VCEG-AE18 [T. K. Tan, C. S. Boon] Simulation results using JM11.0KTA1.2 software

Intra prediction:

· VCEG-AE11 [J. Balle, M. Wien] Extended texture pred for H.264/AVC intra coding

· VCEG-AE12 [T. Yamamoto] Downsampled macroblock intra mode

· VCEG-AE14 [T. Shiodera, A. Tanizawa, T. Chujoh] Bidirectional intra prediction

Adaptive interpolation filtering: 

· VCEG-AE16 [Y. Vatis, J. Ostermann] R-D opt adaptive interp filter in KTA reference model

· VCEG-AE20 [K. Ugur, J. Lainema]  Coding adaptive interpolation filter coefficients

· VCEG-AE21 [K. Ugur, J. Lainema] Interpolation filters with different symmetry properties

· VCEG-AE22 [D. Rusanovskyy, K. Ugur] Spatio-temporal adapt interp filter low complexity

Other:

· VCEG-AE15 [M. Narroschke] Adaptive pred error coding in spatial and freq domain

· VCEG-AE13 [T. Chujoh, R. Noda] Internal bit depth increase for coding efficiency

· VCEG-AE17 [T. Murakami] Adaptive picture flipping

6.1.7
VCEG-AE06 [G. J. Sullivan] Q.6 at SG16 Meeting Oct 2006

This contribution recaps the status of Q.6 work at the last meeting of SG 16 as information to our participants.

6.2
Performance analysis, common conditions, and KTA software

6.2.1
VCEG-AE07 [S. Pateux, J. Jung] An Excel add-in for computing Bjontegaard metric and additional performance analysis

The VCEG test conditions recommend using the Bjontegaard metric to measure relative gain between two methods, by measuring average difference between the two R-D curves.  This contribution makes available to VCEG an Excel add-in that computes this metric. As an additional feature, this add-in allows to compute the bit rate saving between two methods, for a given objective quality and the PSNR-Y delta for a given bit rate which allows drawing the evolution of the metric.

The contribution explains the installation and usage of these macros and provides examples on real data given by the H.264 reference software.

6.2.2
VCEG-AE08 [J. Jung, T. K. Tan] KTA 1.2 software manual

At the Busan meeting in July 2005, VCEG decided to establish the KTA (Key Technical Area) software to gather coding efficiency tools and retain progress. This document is intended to provide information about the five KTA tools implemented in the current version KTA1.2, such as a short description, contact information, configuration of the encoder, compatibility and restrictions, and anchor results in order to ease the assessment of the tools and their combinations.

KTA 1.2 version is based on the JM11.0. 

KTA tools implemented are:

· Adaptive interpolation filters – Hannover University.

· Motion compensated prediction with 1/8-pel vector resolution – Hannover University.

· Motion vector competition – France Telecom R&D.

· Adaptive prediction error coding in spatial and frequency domain – Hannover University.

· Adaptive quantization matrix selection – Toshiba.

The contribution contained a report of reference results for each of the five KTA tools.

6.2.3
VCEG-AE09 [J. Jung, G. Laroche] Performance evaluation of KTA 1.2 software

At the Busan meeting in July 2005, VCEG decided to establish the KTA (Key Technical Area) software to gather coding efficiency tools and retain progress. The current version of the software is the version 1.2.

This version includes 5 tools described in details in the KTA software manual: adaptive interpolation filters, 1/8 pel motion vector accuracy, motion vector competition, adaptive prediction error coding in spatial and frequency domain, and adaptive quantization matrix selection.

This document proposes a performance evaluation of these 5 tools and their combinations when possible. Results are given for QCIF, CIF and 720p sequences, for Baseline and High IBBP profiles. For the Baseline profile, the best configuration brings an average 7% improvement (21% for 720p sequences), and in High IBBP profile, the best configuration brings an average 8% improvement (9% for QCIF/CIF, 7% for 720p).

Test conditions used for this performance evaluation follows the common conditions detailed in VCEG-AA10, except for the following parameters:

· GenerateMultiplePPS and RDPictureDecision are set to 0

· EarlySkipEnable is set to 0

· SelectiveIntraEnable is set to 0

It is to be noticed that setting RDPictureDecision to 0 reduces the global efficiency of the methods (anchor and others).

It was noted that there is currently a strange interaction between weighted prediction and R-D picture decision.  More valid results would have been obtained with use of R-D picture decision.

Extremely long computation times were encountered under certain configurations.  How to deal with that?

6.2.4
VCEG-AE10 [T. K. Tan, G. J. Sullivan, T. Wedi] Recommended simulation common conditions for coding efficiency experiments

This document is a revision of document VCEG-AA010 that was based on VCEG-N81.

This document contains a set of suggested common conditions for experiments. Those submitting contributions to VCEG are strongly encouraged to provide material using the conditions specified in this document to ease comparison and with that to make their contribution more valuable.  These are considered as a minimum recommended set of sequences, bit rates, frame rates, and spatial resolutions that each submission demonstration should contain. Those making a contribution are free to provide additional demonstration material as appropriate. It is also expected that all results are derived from decoded bit-streams.

Config files and coded video sequences provided with contribution.

Remark: Why not have HD in Baseline?  Or remove Baseline testing.

Revisions: Add QP values for subjective testing with 720p sequences.  Change 720p to 150 frames for objective measure comparisons.  Add Intra-only conditions.

We will also add HD Baseline in the document.  However, we will keep in mind that, noting the (e.g., 45%) gain that is obtainable beyond Baseline IPPP within the existing High profile capabilities, results that are reported relative to Baseline may not be particularly impressive.

6.2.5
VCEG-AE18 [T. K. Tan, C. S. Boon] Simulation results using JM11.0 KTA1.2 software

This document describes simulation results obtained using the JM11.0KTA1.2 software.  Simulation conditions described in VCEG-AE010 were used.  Some feedback regarding the software is also provided.  The tool(s) presented here (selected at random and completed thus far) for this exercise are

· 1/8th pel interpolation (1/8 pel)

· MVResolution = 1

· Adaptive Quantization Matrix (aqm1p0)

· UseAdaptiveQuantMatrix = 1

· UseAdaptiveQuantParam = 0

· Spatial Domain Quantization (apec1sd0)

· APEC_in_FD_and_SD = 1

· SD_Quantizer = 0

However this document is not intended at analysis of any specific tools but just to highlight certain quick analysis that can be done and to encourage the collection of common simulation conditions data so that better analysis of the tools can be conducted.

Certain aspects were focused on during the discussion, including:

· How some tools may have a different degree of advantage depending on the picture prediction structure (e.g., IPPP vs. IbBbPbBbP)

· The fidelity of the first picture in the sequence can be important

· The R-D curves can show different degrees of gain at different fidelities

· The balance between luma and chroma fidelity can be important

· The frame-to-frame variation in picture quality can be important

Some remarks on simulation times were included in the contribution.

The tool-specific results in this contribution were just chosen to illustrate the above issues, not necessarily as good tests of the particular tested features.  On spatial-domain quantization in particular – there may be some issues with how that was tested in this contribution.

6.3
Contributions relating (at least primarily) to inter prediction

6.3.1
VCEG-AE22 [D. Rusanovskyy, K. Ugur] Spatio-temporal adapt interp filter low complexity

(proposal contribution – contains IPR reporting statement)

In VCEG-Z17, the authors presented a 2D non-separable adaptive interpolation scheme and presented reported coding gains of up to 1.1 dB compared to H.264/AVC. It was reported that the decoding complexity of this scheme is approximately three times higher than the standard H.264/AVC interpolation (see VCEG-AA11 for detailed analysis). 

This contribution utilized the adaptive interpolation filter from VCEG-Z17 and tried to reduce its decoding complexity without significantly affecting its coding efficiency. For this purpose, the authors defined interpolation filters with different tap lengths, therefore with different complexities, and adapted them both temporally and spatially. 

At the first step, they used two adaptive interpolation filters, one is 6-tap based and other is 4-tap based. Both filters reportedly share the same characteristics described in VCEG-Z17, and their coefficients are calculated analytically by minimizing the prediction error energy. The selection between two adaptive filters is done at the frame level by minimizing a Rate-Distortion-Complexity cost function. After the tap-length for the adaptive filter is chosen for the frame, they select macroblocks where adaptive filtering scheme does not help and for those macroblocks they use a 4-tap fixed, symmetric and separable interpolation filter. As the last step, the coefficients of the adaptive filter are refined by only including the macroblocks chosen in the above step. This last step is similar to the approach presented in the Vatis and Ostermann ICIP 2006 paper, but it is used here for complexity reduction purposes. Experimental results reportedly show that, it is possible to achieve a significant complexity reduction in the interpolation without really affecting the coding efficiency.

Filter coefficients are encoded using VCEG-AE20. 1 bit per MB is used to select the filter to be applied (for some sequences this can be a significant quantity of data – CABAC might help with that).

The test was not performed using JM or KTA software, but rather a private implementation.

A negligible coding efficiency penalty (sometimes an improvement) was reported with a substantial interpolation complexity reduction.

Some additional preliminary results were reported (not in the uploaded original contribution) using a simpler one-pass encoding method.  The same trend seems to be sustained.

The adaptive filters are 6 tap or 4 tap nonseparable.

Question: What range of fidelity is tested?  Ans: The common conditions.

Subjective quality?  Didn’t see a difference.

Question: What percentage of macroblocks were chosen to be used with the simple and complex filter?  Varies, but can be about half and half in some cases.

Note that this is an average complexity reduction, not a worst-case improvement.

Is full detail in the contribution about what to do to implement this scheme?  Proponent thinks so (may need other old contribution documents).

Suggestion: Interesting information, but should be implemented in our software and made available for verification.

Note that there are quite a few differences from the present KTA scheme in this contribution.

We hope to see software in the future to enable gaining further experience with the technique(s).

6.3.2
VCEG-AE19 [M. Budagavi, M. Zhou] Video coding using compressed reference frames

(proposal contribution – contains IPR reporting form)

Low power consumption and low-cost implementation are important requirements for video codecs used in hand-held battery-operated consumer electronics devices such as camera phones, digital still cameras, digital camcorders, and personal media players. Power consumed in video coding in these devices depends on computational complexity as well as on the memory bandwidth consumed. Portable video systems also have very limited system memory bandwidth available because of cost and power consumption constraints. System memory bandwidth constraints impact the encoded video quality especially at HD resolution. The hardware cost of video codec depends on the logic used to implement the codec as well as the memory size. Therefore video coding techniques that reduce memory bandwidth and memory size are desirable.

This contribution proposes a technique for reducing reference frame buffer memory size and external memory access bandwidth in video coding. The proposed technique consists of compressing the reference frames before storing them in memory. Two key steps in the proposed technique are: 1) Using fixed-length compression (FLC) to compress reference frames in order to maintain random access for any block of samples in memory. 2) Carrying out reference frame compression in the core video coding loop so that quantization errors encountered during FLC show up in the residual after motion compensation thereby preventing drift between the encoder and the decoder. One configuration of the proposed technique using block scalar quantization was reported to achieve a savings of 25% in reference frame memory size and an estimated savings of 25% in bandwidth at the cost of 1% average increase in bit rate or, equivalently, a decrease in average PSNR of 0.04 dB on seven D1 resolution video clips when using H.264. Other configurations of the proposed technique allow for a trade-off in memory and rate-distortion performance.

Encoding and decoding must be simple.  Random access must be simple.

Question about effect in static scene areas: limit cycle oscillations.  Suggest to try Paris and Silent.

Remark: One could use such a technique in the decoder only, with minor drift, in such scenarios as hierarchical B pictures.  As long as the prediction loop is closed perfectly for the few pictures that are necessary for long-term encoder-decoder tracking, no major problem may arise.

Tested compression technique is from Khalid Seyood’s data compression textbook.

See also remarks below on VCEG-AE13.

6.3.3
VCEG-AE13 [T. Chujoh, R. Noda] Internal bit depth increase for coding efficiency

(proposal contribution – contains IPR statement)

In the field of digital signal processing, it is known that better results are generally able to be achieved by increasing the internal arithmetic precision to a higher level than the external arithmetic precision. This contribution shows that the coding efficiency can be improved by increasing the internal bit depth so that it is greater than the external bit depth of the video codec. Although there were similar contributions [JVT‑E048], [JVT‑H016] when the current specification for over 8-bit sample depth was decided, it is discussed from the viewpoint of coding efficiency in this contribution.

Several experimental results reportedly indicate that by using 12 bits of internal bit depth for an 8-bit source, on average, 6.14% of bit rate saving for 720p sequences as compared with the anchor based on High profile is achieved using the VCEG-AA10 common conditions. Similar gain for 1080p.  Up to 23% gain shown on individual sequences. The scheme is reportedly more effective for high- resolution sources.

Frame memory is 8 bits, MC interpolation produces 8+N bit prediction signal.

Result is somewhat better if frame memory is 8+N bits, but not hugely better, and much more MC memory bandwidth is used in this scheme.

Remark: When frame memory bit depth is 8+N, there is no standardization action item, since that corresponds to just using a higher bit depth profile to encode the video.

Remark: This proposal, in one configuration (e.g., 10 bit picture coding with 8 bit picture storage) seems very much like the Budagavi proposal VCEG-AE19, as the picture is coded at some (e.g., 10 bit) fidelity and then is compressed in a lossy fashion (i.e., quantized down from 10 bit precision to 8 bit precision) for reference picture storage.

Implemented in KTA 1.2 software.

Does this work with the other features of the KTA software?  Do the other tools work at any bit depth?  Reportedly works with AIF, AQMS, and 1/8-pel MC, but having some problems with the two other features.

Not verified, first time we’ve seen it.

Suggestion: Wait a meeting cycle to study and consider adoption as KTA.

6.3.4
VCEG-AE15 [M. Narroschke] Adaptive pred error coding in spatial and freq domain

(information contribution – does not contain an IPR statement)

This document presents the experimental results for the adaptive prediction error coding (APEC) in spatial and frequency domain with respect to the common test conditions. For the recommended test sequences the data rate is reportedly reduced by the adaptive prediction error coding by about 3.14% in average for the same quality compared to H.264/AVC. This corresponds to an increased Y-PSNR of 0.14 dB in average for the same data rate. In order to verify the results also an extended set of VCEG and MPEG test sequences has been investigated. Taking the extended set into account, the data rate is reduced by the adaptive prediction error coding by about 3.83% in average for the same quality which corresponds to an increased Y-PSNR of 0.19 dB in average for the same data rate compared to H.264/AVC.

Gains are larger for QCIF and CIF. Almost no gains for 720p sequences.

6.3.5
VCEG-AE16 [Y. Vatis, J. Ostermann] R-D opt adaptive interp filter in KTA reference model

(proposal contribution – contains IPR statement)

In previous contributions an adaptive interpolation filter was presented, which has been adopted into the KTA reference model. For each P slice and adaptively for B slices, the coefficients of the interpolation filter are analytically calculated and transmitted. However, in cases of very low bit rates or no motion, the costs of the additional side information might be higher than the coding gain obtained by means of adaptive interpolation filter (AIF). To overcome this problem, this contribution presents a modified coder control for adaptive interpolation filter. For each P- and B-slice, it is decided, based on rate distortion criterion, to apply either the standard or the adaptive interpolation filter, signalled with an additional flag transmitted in the slice header. Therefore, the filter coefficients are transmitted only when the coding gain is higher than the cost for the side information. This reportedly results in rate-distortion improvements compared to the existing standard H.264/AVC for all tested sequences – even at very low bit rates.

Measured together with APEC and 1/8th pel, with and without the modification in this proposal.

Prior cases where AIF produced losses are largely eliminated by the modification.

Decoder complexity is lower; encoder complexity is reportedly not higher than prior AIF.

Remark: Seems like kind of a bug fix.

VCEG action: Adopted into KTA software.

Remark: Consider interaction with “R-D picture decision” and weighted prediction.  It should be tested with R-D picture decision turned ON and weighted prediction ON.  That is what the common conditions say to do.  This should be investigated.

6.3.6
VCEG-AE20 [K. Ugur, J. Lainema] Coding adaptive interpolation filter coefficients
(proposal contribution – contains IPR reporting statement)

Remarks that the current AIF scheme has poor error resilience, since the coefficients are coded predictively, i.e., differentially relative to a filter sent for a prior picture.  The contribution proposes to code the coefficients differentially relative to a base filter.  The base filter is assumed to be separable and symmetric – representable using 3 coefficients, based on a scheme like the current H.264 half-sample interpolation filter (where quarter sample positions are a bilinear combination of half-sample positions), so 3 coefficients that are equivalent to the 3 unique tap values in the half-sample interpolator is enough.

Test results seem to show that the representation has equivalent performance to the current AIF scheme.

Proposed as basically a bug fix.

Not implemented in KTA software – implemented in Nokia “public” Baseline-only software that was donated to 3GPP/IMTC (found on IMTC site).  Remark: Would the JVT be able to use that software? Nokia indicated that they would be OK with that, if the licensing terms were considered compatible with JVT.

Remark: The VCEG-AE16 software also includes a roughly-similar concept (not discussed in the contribution/presentation of VCEG-AE16) – differences are coded relative to H.264 fixed interpolation filter.

We agree with the principle of this contribution, although its need may be somewhat obviated by VCEG-AE16.  We adopt VCEG-AE16 at this meeting and leave the remaining differences for further study in the future.

6.3.7
VCEG-AE21 [K. Ugur, J. Lainema] Interpolation filters with different symmetry properties

(information document – however, it contains an IPR statement)

The Adaptive Interpolation Filtering (AIF) scheme in KTA software uses different 2D-non separable filters for each sub-pixel location. In order to reduce the amount of information used for coding the filter coefficients, it was assumed in that prior work that statistical properties of image signal are symmetrical in horizontal, vertical and diagonal directions (“HVD” symmetry), and the filter is constructed based on this assumption. In this informative contribution, the validity of this assumption is analyzed. For this purpose, this contribution constructs several adaptive interpolation filters with varying symmetry assumptions, encoding the frame with each of the candidate filters and choosing the best one in a Rate-Distortion optimized fashion. The contribution analyzes how the filters are selected according the various types of video content, with different resolutions and bit rates. The results reportedly indicate that the current AIF scheme in the KTA software could be extended so that better gains can be achieved especially for highly detailed content at medium-high bit rates.

The encoding technique for choosing the filter that was used in the tests for this contribution was not very practical, which is part of why this is an information document rather than a proposal.  Some faster filter selection method needs to be developed.

Gain mostly at high bit rates. No gain for CIF.

Implemented in the IMTC software mentioned above.  20 frame sequences only.  Gains with high detail sequences.  Some sequences such as soccer, up to 0.5 dB gain relative to prior AIF scheme at around 40 dB fidelity.

Remark: The lack of gain for CIF with reported gain for 720p seems to be a recurring theme in some recent contributions.  Reply: Perhaps it’s just a matter of the relative quantity of overhead data importance.

No action requested or appropriate.  For further study.

6.4
Contributions relating (at least primarily) to intra coding

6.4.1
VCEG-AE11 [J. Balle, M. Wien] Extended texture pred for H.264/AVC intra coding

(information document – does not contain an IPR statement)

Efficient intra prediction is an important aspect for video coding with high compression efficiency. H.264 applies directional prediction from neighboring samples on an adjustable block size. In this document, an extended texture prediction scheme in the context of H.264 is presented that comprises two additional prediction methods for a reported improved intra prediction performance. The applied methods are known from the literature. A new macroblock type is implemented that allows flexibility for selection of the three available prediction methods for sub-partitions of the macroblock. Preliminary results reportedly indicate that, depending on the content of the encoded video sequence, substantial gains in rate-distortion performance may be achieved for selected sequences. The results reportedly may indicate directions towards an enhanced intra coding scheme with improved rate-distortion performance.

The rate-distortion performance was assessed and a short analysis and discussion of the new macroblock type was provided.

Using a quadtree scheme for prediction method type.  Two additional schemes: “Displaced intra prediction” (Fairfax’s “self-frame motion compensation” idea, S.-L. Yu & C. Chrysafis 2002) and “template matching” (T. K. Tan, C. S. Boon, Y. Suzuki, ICIP 2006) can be selected in addition to something like the current H.264 intra prediction.

Implemented in x264 / ffmpeg.

Tested with 1 Hz Intra only.

Substantial gains reported on some sequences, particularly “spincalendar” (31% improvement on 4CIF, includes text and graphics areas that predict well with template matching) and “foreman” (9%).  Search range? Full decoded region.

Some further preliminary improvement developments reported verbally.

Remark: Recent paper by Ndjiki, …, and Wiegand may be closely related.

Remark: Also ICIP 2004 and 2005 papers by Wiegand et al.

Remark: Relationship to concealment techniques.

The common conditions for intra coding were further discussed – which frames to code and how many.  Conclusion – do the same frames and frame rate as IPPP (to simplify the specification of the conditions).

6.4.2
VCEG-AE12 [T. Yamamoto] Downsampled macroblock intra mode

(information document – however, it contains an IPR statement)

Inter-layer texture prediction has been studied in the SVC standardization work. It utilizes correlation between original image and reconstruction of down-sampled image, and successfully improves the coding performance. The contributors have reportedly studied a method to incorporate the prediction scheme into a single layer coding framework. 
In this contribution, the contributors introduce a new intra mode based on inter-layer prediction of SVC. The inter-layer prediction is reportedly effective for the blocks that contain less high frequencies. Therefore the contributors designed the new intra mode for those blocks, and it reportedly has following features:

Simply pick up 8x8 samples from macroblock as down-sampling process,

Encode difference between down-sampled macroblock and its predictor,

Reconstruct macroblock by up-sampling the reconstruction of down-sampled macroblock.

The contribution introduces the new intra mode and shows some experimental results.

Remark: Similar concept as “reduced resolution update”, when considering the equivalent mathematical structure, moving the downsample past the difference computation to become a low-resolution difference-domain coding.

Average gains reported about 1% (max 2%, min 0.2%)

6.4.3
VCEG-AE14 [T. Shiodera, A. Tanizawa, T. Chujoh] Bidirectional intra prediction

(proposal contribution – contains IPR statement)

In this contribution, in order to improve coding efficiency of H.264/MPEG-4 AVC [1] (H.264) for intra coding, a new Bidirectional Intra Prediction (BIP) method is investigated. BIP consists of two schemes.

One is to change the sub-block coding order in a macroblock (MB). The bottom-right sub-block in MB is predicted using the reference samples on the upper and left side of the sub-block firstly. After that, the other sub-blocks are predicted using not only the reference samples on the upper and/or left side but also ones on the bottom and/or right side of each sub-block. 

The other scheme is to use an intra bidirectional prediction that uses the interpolation of the prediction from upper/left samples and the prediction from bottom/right samples.

Implemented in proprietary software, not KTA software.

The experimental results reportedly show that the proposed method achieves a bit reduction of 3.2 to 5.0% (average 3.9%) for the BD-PSNR criterion for VCEG sequences for all-intra coding, otherwise following common conditions.

Remark: Similar concept to temporal hierarchy.

Remark: Our intra prediction is not sensitive to the fidelity of the reference, unlike what is the case for motion prediction.

Remark: Gain seems to come from just having lots more predictors to choose from.

Remark: How do you assign probability to the modes.

Remark: Two different things happening here, although somewhat coupled.

Gain is not huge, but it seems promising.  Can’t adopt now – not in KTA software, no software available, first time we’ve seen it, etc.

6.4.4
VCEG-AE17 [T. Murakami] Adaptive picture flipping

(information contribution – however, it contains IPR statement)

Adaptive Picture Flipping Coding (APFC) was proposed in input document D.92 to Q.6 (VCEG) at the SG16 meeting in Geneva in August 2005. APFC is a method of flipping the input picture horizontally and/or vertically and selecting the best case by rate-distortion optimization. Decoders can find the selected flipping pattern by 2 bits "flip flag" in the slice header (experiments used one slice per picture) so that they can decode the sequence in right position.

In this contribution, the syntax of APFC is specified and simulation results of the APFC on the KTA software are shown. The source code of the APFC implemented KTA software is also attached to this document. The bit rate reductions average 1.3% (up to 2.9% on one sequence – including some sequences that are not in the common conditions) for some image sequences.  But for a particular artificial image, it reaches up to 7.6% (more than 1 dB).  For the sequences that are in the common conditions, the average is somewhat less – about 0.9%.

Question: If all pictures were coded as Intra, what would the result be?  More gain for Intra+Inter than all-Intra.

Question: Were common conditions followed for coding methods?  Common conditions do not include period intra pictures.  (That seems perhaps surprising.)  This testing used IPPP coding structure.

Remark: Coastguard, which is not a common conditions sequence, has a unique feature that is friendly to this technique, and it is included twice in the reported average (once for CIF and once for QCIF).

Remark: Perhaps more gain would be found if the image were broken into rectangular “tile” slices, which were individually flipped.

Proponent indicated that the technique might work well with the template matching technique discussed in VCEG-AE11.

Proponent indicated that he is working on trying the technique on B pictures.

Remark: Consider relationship to VCEG-AE14, which also changes prediction direction pattern behavior.

Note that this technique is not Intra-only.

Remark: However, perhaps the IPPP gain comes primarily from having a better I picture to predict from, rather than having better P picture coding.

7
Future planning, "H.265", and closing of the meeting
It was planned that two of the four prior AHGs would be continued as follows.

· [G. Bjøntegaard] AHG Computational efficiency

· [T. Wedi & T. K. Tan] AHG Coding efficiency

It should be understood that current work in these AHGs is not intended to imply any need for near-term planning to create additional enhancements of H.264 that are not yet under way, or to start drafting of an "H.265" or "H.266", etc., but are rather for study to determine whether and when work on such things should begin in earnest.

Most or all contributions to this meeting seem more in the direction of an “H.264+” as opposed to an “H.265”.

At the moment we do not see evidence of readiness of technical advances sufficient to justify embarking on a concentrated effort toward an "H.265" design project.

When we do get to beginning serious work on an "H.265", we agree that computational efficiency should be one serious and concentrated goal of the effort (obviously, along with coding efficiency and other considerations).  In principle, we consider encoder as well as decoder computational efficiency to be worthy of consideration.

Planning for next time (San Jose) – meet Friday and/or Saturday as VCEG, start JVT on Saturday or Sunday?  Seems like a good plan.

KTA software needs some fixing – Release new version based on VCEG-AE16, fix CAVLC problems, compatibility of MV competition with frameskip = 1, other fixes and mode compatibility issues.  We expect a new stable version 1 month prior to the next (April) meeting.

No other business.

The local host and WG11 were thanked for well-addressing VCEG needs at the meeting.

The meeting was closed at 10:40 a.m. on Tuesday 16 January 2007.
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